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par nous-mêmes sans un tel secours.” 1

Jean Le Rond d’Alembert,
Encyclopédie, ou Dictionnaire raisonné des sciences, des arts et
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de Physique’ at Ecole Normale Supérieure de Cachan, and Nathalie Westbrook for offering me
to create a course of Statistical Quantum Physics at Institut d’Optique. Teaching with Antoine
Browaeys, Alice Sinatra and Thomas Bourdel is a great chance, and I thank them all for many
interesting discussions.

It is rather hard to thank on their own merit all those who influenced my work through discus-
sions, elusive remarks or even books, articles and talks. All these aspects of scientific communica-
tion are sometimes reduced to evaluation process or competition. Their main purpose is however
to exchange ideas and results, which primarily aims at forging a joint piece. In this senses also,
the work presented in the manuscript should not be reduced to my sole contribution.

In addition to many other things, my parents, Jacqueline and Henri, played an invaluable role,
which goes much beyond an education. Their taste for Science, their sense of ethics and their
rigorous mind are examples I will always try to follow. Needless to say how much I owe Aurélie
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INTRODUCTORY SUMMARY

In this manuscript, I report my scientific work on disordered ultracold gases, performed after
my Ph-D thesis in the group of Gilbert Grynberg at Laboratoire Kastler-Brossel (Ecole Nor-
male Supérieure, France). My Ph-D thesis work was devoted to another subject, namely the
theoretical study of the dynamics of cold atoms in dissipative optical lattices, and is reported
elsewhere (Sanchez-Palencia, 2003). I started working on disordered systems when I joined the
theory group of Maciej Lewenstein in Hannover (Germany) as a Post-Doc researcher in 2003. I
then pursued in this stimulating field when I joined the group of Alain Aspect at Institut d’Optique
(Orsay and then Palaiseau, France) in 2004. During the first two years, I worked in strong collab-
oration with the team of Philippe Bouyer, which, together with the group of Massimo Inguscio
at LENS, pioneered experiments on disordered Bose-Einstein condensates in 2005. I then par-
ticipated to the theoretical analysis of the experiments performed in the group. Then, in 2006,
I created, in agreement with Alain Aspect, a theory team at Institut d’Optique, which keeps on
developing. Besides strong involvement in the analysis of experiments, more advanced theoret-
ical works were then developed, mainly on (i) single-particle Anderson localization in speckle
potentials, (ii) interplay of disorder and interactions in Bose gases, and (iii) effects of disorder in
spin-like systems simulated with ultracold atoms. These works result from collaborations with
many valuable people, and should not regarded as my sole contribution.

Our approach: A theoretical work at the interface with experiments

Before summarizing the contributions reported in the manuscript (see next section), let me com-
ment about the general approach we have developed. It has been strongly favored by the original
status of our theory team, which is independent but strongly connected to the experiments per-
formed at Institut d’Optique. This lead us to have a twofold activity, namely direct collaborations
with state-of-the-art experimental work, and development of prospective theoretical work.

Joining theoretical efforts to experimental advances - Milestone advances in physics usually
result from parallel development of theoretical ideas and experimental discoveries. Confronting
theory with experiments is particularly stimulating and fruitful in the field of ultracold atoms
because, on one hand, experiments can be designed to precisely explore situations that have
been shown to be interesting theoretically, and on the other hand, theory can perform tractable
calculations in situations that are directly relevant to experiments. Therefore advances on one
side can have immediate impact on the other side. Landmark examples of successful interplay

11



12 Laurent Sanchez-Palencia

of theory and experiments in the field of ultracold atoms include works on the Mott transi-
tion (Jaksch et al., 1998; Greiner et al., 2002), phase fluctuations in elongated Bose-Einstein
condensates (Petrov et al., 2001; Dettmer et al., 2001), Tonks-Girardeau gases (Paredes et al.,
2004), and last but not least Anderson localization (Sanchez-Palencia et al., 2007; Billy et al.,
2008).

An independent theoretical work - In view of the rapid development of the field of disordered
quantum gases (Sanchez-Palencia and Lewenstein, 2010), independent theoretical activities are
however necessary for several reasons. First, frontier research demands long-lasting development
of ideas, which are not limited to a single experiment. For instance, our papers (Lugan et al.,
2007a; Clément et al., 2008) have impacted experiments by the groups at LENS (Deissler et al.,
2010) and Rice University (Chen et al., 2008). Second, valuable theoretical work requires so-
phisticated techniques (e.g. beyond meanfield and simple perturbation theory), so that full-time
theoretical effort is necessary to master the most powerful ones. Third, experimentalists and
theoreticians can have complementary viewpoints. Developing both activities in parallel and con-
fronting the outcomes and ideas can prove very fruitful. For instance, our theoretical proposal
to observe Anderson localization (Sanchez-Palencia et al., 2007) paved the way to breakthrough
experiments (Billy et al., 2008). In turn, the experimental use of speckle patterns for realizing
disordered potentials triggered our interest and lead us to identify unexpected effective mobility
edges (Sanchez-Palencia et al., 2007; Lugan et al., 2009).

These two aspects have guided the works that are reported in the present manuscript and will
definitely keep on doing so in the future.

Main results reported in the manuscript

The manuscript reports the contributions of our theory team to the field of disordered quantum
gases performed during the last six years (2003-2009), which are outlined below.

Chapter 1 reviews recent advances in the field of quantum gases and open issues in the field of
disordered systems. It serves to set our work, not only in the emerging field of disordered quantum
gases, which bridges the gap between the two communities, but also in the general context of
current efforts heading at realizing ultracold-atom quantum simulators, relevant to condensed-
matter physics.

Chapter 2 is devoted to Anderson localization in quasi-periodic and disordered potentials. We
study non-interacting particles, which is the case considered by Anderson in his seminal work.
We first review basic knowledge of Anderson localization in condensed-matter physics. We then
present a scheme to observe single-particle localization using interacting Bose-Einstein conden-
sates, which consists in inducing transport via release of the condensate from a harmonic trap. For
strong disorder and strong meanfield interactions, localization shows up. We however show that it
is not related to Anderson localization, but rather to the so-called disorder-induced trapping effect.
Conversely, for weak disorder and weak interactions, this scheme leads to Anderson localization
of the condensate and allows for a direct probe of the localization length of a non-interacting
particle with a controlled energy. Finally, we discuss the consequences of the original features
of speckle potentials, as used in the experiments. They are non-standard models of non-Gaussian
disorder, with a power spectrum of finite support. This has important consequences, in particular,
the existence of unusual effective mobility edges in one-dimensional systems.
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In Chapter 3, we report investigations of the interplay of disorder and repulsive interactions.
We study Bose gases at equilibrium and in the meanfield regime towards various directions.

We first develop a perturbative approach for the Gross-Pitaevskii equation, valid for disor-
dered potentials of amplitude smaller than the chemical potential of the condensate and arbitrary
correlation length. We show that repulsive interactions induce complete delocalization of the con-
densate, and we calculate analytically the condensate wavefunction. A direct application allowed
us to explain the development of strong density modulations during time-of-flight imaging of a
disordered Bose-Einstein condensate released from a harmonic trap.

We then study the quantum-state diagram of a Bose gas in a disordered potential and in the
presence of weak repulsive interactions. We identify three regimes: Anderson-Lifshits glass,
fragmented condensate and connected condensate. Our analysis allows us to derive analytical
formulas for the typical crossovers between the various states, as well as for the corresponding
equations of state.

We finally investigate many-body Anderson localization in interacting Bose-Einstein con-
densates. Although repulsive interactions destroy localization of single particles, we show that
Anderson localization survives strong meanfield interactions in the form of localization of col-
lective eigenstates, i.e. localization of the Bogolyubov quasi-particles. Our approach enlightens
the role of screening, and allows us to derive an analytical formula for the localization length of
the Bogolyubov quasi-particles, in excellent agreement with exact numerical calculations in one
dimension.

In Chapter 4, we report studies of two-component ultracold atomic gases, i.e. Fermi-Bose and
Bose-Bose mixtures. For optical lattices in the strongly-correlated regime, composite particles
made of bare particles or the corresponding holes of both species are formed. The dynamics of the
composites is governed by extended Hubbard models, the parameters of which can be calculated
analytically from those of the two-component bare-particle Hamiltonian. We show that disorder
in these systems leads to a very rich physics.

For instance, in Fermi-Bose mixtures, weak disorder leads to composite fermions with ran-
dom interactions between nearest-neighbor sites, which can be all attractive, all repulsive, or
randomly attractive and repulsive. It is then possible to form a non-interacting Fermi gas, a
weakly-interacting Fermi liquid, a checker-board insulator and a domain insulator. For strong on-
site inhomogeneities, it is possible to map the effective Hamiltonian onto a disordered Ising-like
model, which realizes an analogue to the very debated spin glasses.

The case of Bose-Bose mixtures is equally interesting. It is possible to map the two-component
Hamiltonian onto spin Hamiltonians (Ising or Heisenberg). Then, weak disorder allows simu-
lation of random magnetic fields, which have interesting properties, in particular the so-called
random-field induced order (RFIO) phenomenon. It corresponds to counter-intuitive situations
where introduction of disorder favors spin ordering. RFIO is however very weak in optical lattice
systems, owing to strong finite-size effects. Interestingly, ultracold atoms offer an original way to
overcome this difficulty. We show that two-component Bose-Einstein condensates in the absence
of a lattice can realize the continuous counterpart of the same effect and that in this case RFIO is
strong and robust. It is signaled by a fixed relative phase between the two components.

In the Conclusion, we discuss future challenges posed to disordered quantum gases. We argue
that ultracold atomic gases offer unprecedented possibilities to shed new and original light on
many debated questions in the field of disordered systems. These include Anderson localization in
dimensions higher than one, the interplay of disorder and interactions, in both weakly-interacting
and strongly-interacting regimes, and effects of disorder in spin-like systems.





Chapter 1

QUANTUM GASES GO DISORDERED

In brief – Ultracold atoms have been developing rapidly during the past three decades, opening
successive new horizons. Development of laser cooling in the 1980’s and evaporative cooling
in the 1990’s paved the way to the realization of quantum degenerate gases, i.e. Bose-Einstein
condensates and degenerate Fermi seas. Ultracold atoms have reached a new frontier with the
advent of controlled quantum systems in the 2000’s. Realizing quantum simulators for complex
systems of direct relevance to condensed-matter physics is now more than ever within our grasp.
Landmark results in this direction have been reported recently, for instance Bose and Fermi Mott
insulators, Tonks-Girardeau gases, the BCS-BEC crossover, quantized vortices in Fermi gases,
the Berezinskii-Kosterlitz-Thouless transition, and quantum spin-like exchange to name of few.

A particular field where ultracold-atom quantum simulators are very promising is that of
disordered systems. Disorder is ubiquitous in physical systems and affects many phenomena in
mesoscopic physics, such as electronic conductivity, magnetism, superfluidity and superconduc-
tivity, and the propagation of light and sound waves in inhomogeneous media. Recent progress on
disordered quantum gases offer promising perspectives to shed new light on many long-standing
debated questions. These include Anderson localization in dimensions higher than one, interplay
of disorder and particle-particle interactions, and effects of disorder on spin-exchange couplings.
In addition, ultracold atomic gases realize new systems with their own features (e.g. specific cor-
relation functions or harmonic trapping). This poses new questions and new challenges which
remain to be understood.

Research on ultracold atomic gases in disordered potentials is currently attracting a growing inter-
est triggered by theoretical studies and recent experimental success in observing fundamental ef-
fects of disorder in quantum systems, in particular Anderson localization of matter-waves (Aspect
and Inguscio, 2009; Sanchez-Palencia and Lewenstein, 2010). The field of disordered quantum
gases bridges the gap between atomic physics and disordered systems. On one hand, ultracold
atoms are very well controlled and versatile systems in which a variety of precise studies com-
bining theoretical and experimental work can be performed. On the other hand, quantum disor-
dered systems raise a number of challenging questions. They require new paradigms and new
approaches compared to the usual ones that prove powerful for ordered systems but inefficient
for disordered systems, e.g. Bloch waves and standard perturbation theory. Combining the two
fields is thus very promising with a view towards precise understanding of the effects of disorder
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in precisely-defined quantum systems. The field of disordered quantum gases is one aspect of
a more general trend in frontier research on ultracold atoms, which aims at realizing quantum
simulators with ultracold atoms to address a variety of open questions in complex systems, in par-
ticular those that are relevant to condensed-matter physics. This possibility, which is now within
our grasp, is the direct result of about thirty years of impressive successful achievements in the
field of ultracold atomic gases.

Hereafter, we first review past achievements and current challenges to ultracold atoms, from
early times to present. We then introduce disordered systems, pointing out the most important
challenges that are relevant to this field. We finally present current works that combine the two
domains and we argue that ultracold atoms not only can shed new light on long-standing ques-
tions on disordered systems, but also show original features, which poses new questions and new
challenges to research on disordered systems.

1.1 A brief history of ultracold atoms

Research on ultracold atomic gases has been developing dramatically during the last three decades,
opening successive exciting perspectives. It is hardly possible to review all successful advances
in a couple of pages, so we restrict ourselves to those that, in our view, are the most important
achievements. This is a quite subjective exercise and at no rate we believe it can be exhaustive.
Somehow arbitrarily, one can divide the history of ultracold atoms into three periods.

From 1980 to 1990: Towards ultralow temperatures - The history of ultracold atoms starts
with first works devoted to theoretical proposals and experimental realizations of efficient schemes
to cool down –i.e. decrease the thermal agitation – and to trap neutral atoms. The pioneering
idea of using the interaction of two-level (alkaline) atoms with almost-resonant laser light was
proposed in the 1970’s (Wineland and Dehmelt, 1975; Hänsch and Schawlow, 1975). The so-
called Doppler cooling scheme exploits imbalanced Doopler shifts on counter-propagating laser
beams to produce a friction-like force. Then, competition with photon-scattering-induced fluc-
tuating forces results in a limit temperature proportional to the linewidth of the excited state,
TD = ~Γ/2kB. The first experiments where performed at Bell labs, showing possibility of cooling
a gas of sodium atoms down to a couple of hundreds of µK (Chu et al., 1985). Since then, a race
towards lower temperatures started, which lasted for about ten years. Using a slightly different
experimental setup, the group of William D. Phillips at NIST succeeded in reaching temperatures
of a couple of tens of µK, below the theoretical Doppler limit (Lett et al., 1988). This surpris-
ing result was rapidly explained by an elegant theory developed independently at Ecole Normale
Supérieure (Dalibard and Cohen-Tannoudji, 1989) and at Bell labs (Ungar et al., 1989) –so-called
Sisyphus cooling– which accounts for different light shifts and subtle optical pumping cycles be-
tween the various atomic Zeeman sub-levels. In Doppler and Sisyphus cooling, the temperature is
limited by diffusion in momentum space due to random recoils of atoms scattering photons. This
yields a fundamental minimum temperature of the order of TR = ~2k2

L/2m where kL = 2π/λL is the
laser wavevector and m is the atomic mass (Cohen-Tannoudji, 1992). To decrease the temperature
below the recoil limit, more elaborated techniques have been developed during the same period.
For instance, Velocity-Selective Coherent Population Trapping (Aspect et al., 1988; 1989) com-
bines the existence of a non-absorbing (dark) state at zero momentum (p = 0) in a three-internal
level Λ system with random walk in momentum space due to photon scattering from states at
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p 6= 0 towards states at p ' 0. Then, the atom recoil is no longer a limit and temperatures of the
order of TR/800 have been achieved in metastable helium gases (Saubaméa et al., 1997). Another
scheme, called Raman cooling, is based on a sequence of velocity-dependent stimulated Raman
pulses and optical pumping in a three-internal level system and also allows to confine atoms in
near-zero momentum states (Kasevich and Chu, 1992a). Temperatures of the order of TR/70 were
achieved for instance in cesium atomic gases using sub-recoil Raman cooling (Reichel et al.,
1995).

The second challenge that was to face at that time was trapping. In Doppler and Sisyphus
cooling schemes, the dynamics of the atoms can be described as a Brownian motion of classi-
cal particles, where friction results from imbalanced velocity-dependent Doppler shifts (Doppler
cooling) or from delayed transfer downwards the Zeeman state of minimum energy (Sisyphus
cooling), and fluctuations result from photon scattering and/or random transfer between the Zee-
man sub-levels. As a result, the atoms diffuse away and escape from the experiment. There
are basically two ways to trap the atoms. The first was proposed by Jean Dalibard (1987) and
then demonstrated in the groups of David E. Pritchard and Carl E. Wieman (Raab et al., 1987;
Sesko et al., 1989). It consists in using position-dependent Zeeman shifts in inhomogeneous
magnetic fields to create a force towards the center of the experiment, thus realizing so-called
magneto-optical traps, which are now widely used in most experiments with ultracold atoms. The
second option is to use the dipole interaction of the atoms with some laser light. It creates a con-
servative force which points towards the regions of high laser intensity (for ‘red-detuned’ laser
light) or towards the regions of low laser intensity (for ‘blue-detuned’ laser light). An important
advantage of the dipole potential is its very simple dependence on the laser intensity and the de-
tuning, VD ∝ IL/∆. Hence, control of optical fields allows easy design of atomic traps in a variety
of geometrical configurations, including one-dimensional waveguides, two-dimensional films and
–most often– three-dimensional traps. In addition, optical dipole traps allow for time-dependent
control of confining potentials with negligible delay, in contrast to magnetic traps.

From 1990 to 2000: Optical lattices and the advent of quantum gases - This early successful
story was recognized by the award of the Nobel prize in physics to Steven Chu, Claude Cohen-
Tannoudji and William D. Phillips in 1997 (Chu, 1998; Cohen-Tannoudji, 1998; Phillips, 1998),
and stimulated enormous interest. The field then separated into roughly two lines of research,
which remained almost independent for about ten years.

Optical lattices - The first line of research explored a new avenue offered by accurate control
of parameters in cold atomic gases: the simulation of systems of interest for various branches of
physics, beyond atomic physics. The most direct method is provided by laser cooling schemes
themselves. For instance, Doppler cooling produces atomic gases which can be described by
classical Brownian motion (Gordon and Ashkin, 1980), thus offering a first connection to sta-
tistical physics. Sisyphus cooling is even more interesting because the interference pattern of
counter-propagating laser beams creates a periodic modulation of the laser intensity. Matter-light
interaction then forms a periodic potential for the atoms, the so-called dissipative optical lat-
tices1 (Westbrook et al., 1990; Verkerk et al., 1992; Jessen et al., 1992). For sufficiently low den-
sity and temperature, laser cooled atoms thus form the prototype model at the basis of the Bloch
theory of electrons in solids (Ashcroft and Mermin, 1976): non-interacting particles evolving in a

1Dissipative optical lattices refer to schemes in which the lasers are close to the resonance of the atomic frequency,
thus allowing dissipative processes such as optical pumping at the origin of Sisyphus cooling.
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periodic potential made of connected trapping sites. This offers a relation to solid-state physics.
A major interest of optical lattices is that the periodic potential can be controlled via the geomet-
rical arrangement of the lasers (Jessen and Deutsch, 1996; Grynberg and Robilliard, 2001). The
first experimental realization of two-dimensional (Hemmerich and Hänsch, 1993; Grynberg et al.,
1993) and three-dimensional (Grynberg et al., 1993; Hemmerich et al., 1993; Gerz et al., 1993;
Hemmerich et al., 1994; Verkerk et al., 1994) optical lattices in the early 1990’s then stimulated
many experimental and theoretical studies, devoted to localization in the lattice sites (Grison et al.,
1991; Marte et al., 1993; Taı̈eb et al., 1993; Raithel et al., 1997; Gatzke et al., 1997; Castin and
Mølmer, 1995), the behavior of the kinetic temperature (Castin et al., 1991; Berg-Sørensen et al.,
1993; Castin et al., 1994; Raithel et al., 1997; Gatzke et al., 1997; Sanchez-Palencia et al.,
2002; Jersblad et al., 2003), and spatial diffusion in extended Brownian motion models (Ho-
dapp et al., 1995; Sanchez-Palencia et al., 2002). Later on, dissipative optical lattices were used
to demonstrate a number of interesting phenomena, relevant to Brownian motion or more gen-
erally to statistical physics: laser cooling in disordered (Horak et al., 1998; Boiron et al., 1999;
Grynberg et al., 2000a) and quasi-periodic lattices (Guidoni et al., 1997; Guidoni et al., 1999),
mechanical bistability (Grynberg et al., 2000b), stochastic resonance (Sanchez-Palencia et al.,
2002; Schiavoni et al., 2002; Sanchez-Palencia and Grynberg, 2003), as well as atomic ratchets
in the spatial domain (Mennerat-Robilliard et al., 1999), in the temporal domain (Schiavoni et al.,
2003; Gommers et al., 2008), and ratchets in double periodic lattices (Sanchez-Palencia, 2004;
Sjölund et al., 2006).

It is worth stressing that, in spite of these successful achievements, there are important dif-
ferences between realistic models of solids and optical lattices. First, the cohesion of solids is
ensured by the interplay of Coulomb repulsion and exchange coupling between the crystal atoms,
resulting in a lattice spacing of the order of a couple of Å. In contrast, optical lattices are formed
in the interference pattern of lasers, providing a lattice spacing of the order of 1µm, i.e. four or-
ders of magnitude larger. Second, true solids host phonons, which play a major role in thermal
and electronic conductivity (Ashcroft and Mermin, 1976). In contrast, optical lattices are created
with very well stabilized lasers, thus suppressing phonon-like modes. Third, densities and tem-
peratures are very different: In solids, the density of conduction electrons is n ∼ 1029m−3 and
the temperature T ∼ 300K. Such high densities and low temperatures bring electrons deep in the
quantum regime (here, the phase-space density is nλ3

T ∼ 104 � 1, where λT =
√

2π~2/mkBT is
the thermal de Broglie wavelength), as it is well known2. In contrast, Sisyphus cooling in dissi-
pative optical lattices leads to much lower temperatures, T ∼ 10µK, but also much lower atomic
densities, n∼ 1018m−3, corresponding to a phase-space density of nλ3

T ∼ 10−4� 1. This strongly
distinguishes the two systems and constitutes the major drawback of dissipative optical lattices
to simulate solid-state physics (see Fig. 1.1). Finally, although classical Brownian motion is a
good qualitative and reasonable quantitative model to describe atomic gases produced by laser
cooling, the relevant parameters (i.e. friction force and dissipation) are complicated functionals of
the natural parameters of the matter-light interaction (i.e. atom-laser detuning, laser intensity, and
atomic linewidth), and it is very difficult to adjust the former values on demand via control of the
latter ones.

2The condition for quantum degeneracy in solid-state physics –and more generally in Fermi systems– is more
often written as T � TF where TF is the Fermi temperature. It is actually equivalent to the condition nλd

T � 1, since
T
TF

∝ 1
n2/d

dD λ2
T

in a homogeneous d-dimensional system. Here, we rather use the condition nλd
T � 1, which is applicable

irrespective to the quantum statistics, i.e. for fermions as well as for bosons.
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Figure 1.1 | Density-temperature di-
agram of condensed-matter and ul-
tracold atom systems. The density
is shown in the x-axis (in m−3) and
the temperature appears in the form
of the thermal de Broglie wavelength,
λT =

√
2π~2/mkBT (in m), both in log

scale. The bottom-left part corresponds
to classical systems (nλ3

T � 1, red),
and the top-right part to quantum sys-
tems (nλ3

T � 1, blue). The white line
represents the transition or crossover
between the two regimes (nλ3

T ∼ 1).
The positions of the various systems
correspond to typical values.

Quantum degenerate gases - The second line of research aimed at getting rid of the main draw-
back of Doppler and Sisyphus cooling schemes, i.e. limitation of achievable temperatures to the
micro-Kelvin range due to dissipative processes. As discussed above, the motional degrees of
freedom of the atoms behave classically, although quantum mechanics plays a major role in the
dynamics of internal states. In order to reach quantum degeneracy, stronger cooling schemes
needed to be developed. Strong efforts were devoted to this challenge, and finally resulted in the
evaporative cooling method. The basic idea of which is to eliminate the highest-energy atoms
from magnetic or optical traps and let it re-thermalize thanks to atom-atom interactions, so as
to lower the average energy. Technically, this is achieved by reducing slowly the depth of the
trap, so that high-energy atoms can escape from it. This method is in a sense very crude, since,
although the temperature decreases, most of the atoms are lost during the evaporation. In the
process however cooling is in a sense more efficient than atom losses, and one can cool down the
atoms downwards the nano-Kelvin range, with a final density of the order of 1019-1020m−3 (Ket-
terle and van Druten, 1996). This is enough to reach quantum degeneracy (see Fig. 1.1), which
appears when the de Broglie wavelength of the atoms exceeds the average distance between the
atoms, i.e. for nλ3

T & 1.

These achievements paved the way to the realization of degenerate quantum gases, which
bridges the gap now from atomic physics to quantum statistical physics. For bosons, quantum
degeneracy manifests itself as Bose-Einstein condensation, as predicted by Albert Einstein in
1924 (Einstein, 1924). In three-dimensional gases, this is a phase transition, which occurs at the
critical temperature Tc such that nλ3

Tc
' 2.612. Progress in evaporative cooling allowed for the

first time, the direct observation of Bose-Einstein condensation, using dilute ultracold gases in
1995 (Anderson et al., 1995; Davis et al., 1995). This achievement was a revolution, recognized
by the award of the Nobel prize in physics to Eric A. Cornell, Wolfgang Ketterle and Carl E.
Wieman in 2001 (Cornell and Wieman, 2002; Ketterle, 2002). Bose-Einstein condensation plays a
major role in condensed-matter physics: It is strongly related (but not equivalent) to superfluidity,
as conjectured by Fritz London (1938) and superconductivity –via condensation of Cooper pairs–
(Bardeen, Cooper and Schrieffer, 1957). In these systems however, interactions are so strong that
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Bose-Einstein condensation is difficult to observe without ambiguity. In contrast, ultracold atomic
gases are very dilute systems, so that interactions are much weaker3. It allowed observation of
dilute gas Bose-Einstein condensates of most of the alkaline atoms: lithium (Bradley et al., 1997),
sodium (Davis et al.,1995), potassium (Modugno et al., 2001), rubidium (Anderson et al., 1995;
Cornish et al., 2000), cesium (Weber et al., 2003), as well as hydrogen (Fried et al., 1998),
helium (Robert et al., 2001; Pereira Dos Santos et al., 2001), ytterbium (Takasu et al., 2003)
chromium (Griesmaier et al., 2005), calcium (Kraft et al., 2009) and strontium (Stellmer et al.,
2009; Martinez de Escobar et al., 2009). Summarizing all achievements and discoveries which
have followed these works in a couple of lines is doomed to failure, given the amount and interest
of each. More modestly, we leave the interested reader with very complete and comprehensive
reviews on the subject (Dalfovo et al., 1999; Ketterle et al., 1999; Pitaevskii and Stringari, 2003).

For (non-interacting) fermions, quantum degeneracy corresponds to the crossover from Boltz-
mann (classical) statistics to Fermi-Dirac (quantum) statistics when the temperature decreases
down to the Fermi temperature TF (nλTF ' 0.75 in a single-component homogeneous three-
dimensional gas). This is associated to the onset of Fermi pressure –which plays a key role in the
stability of matter– and the concept of Fermi surfaces –relevant in many areas of condensed-matter
physics, for instance in electronic conductivity of metals. First ultracold-atom Fermi degenerate
gases were produced in the early 2000, in the groups of Deborah Jin, Randall Hulet, Massimo
Inguscio, and Christophe Salomon with 40K atoms (DeMarco and Jin, 1999; Modugno et al.,
2002) and 6Li atoms (Truscott et al., 2001; Schreck et al., 2001). Technically, Fermi gases where
obtained using the so-called sympathetic cooling technique, which is an extension of evaporative
cooling to mixtures of different atoms. At low energies (i.e. low temperatures) identical fermions
only interact very weakly because of the Pauli exclusion principle, which prevents s-wave scat-
tering, thus making evaporative cooling of single-component Fermi gases very inefficient. The
solution is thus to cool down the Fermi gas simultaneously with another atomic species (boson,
fermion or even the same fermion species but in a different internal state), so that s-wave inter-
species interactions induce the re-thermalization necessary for evaporative cooling. From then
on, the field of ultracold, degenerate Fermi gases has developed rapidly and, again, it is just im-
possible to summarize all achievements. We thus leave the interested reader with more complete
reviews (Giorgini et al., 2008; Ketterle and Zwerlein, 2008).

Ultracold atoms in the 21th century: Where are we now ? - The fantastic development of
the field has open a new frontier to the physics of ultracold atoms towards realizing systems of
direct relevance to other fields of physics. Atomic gases produced by laser cooling in the early
1990’s offered a first approach to condensed-matter physics but suffered from the impossibility
to reach quantum degeneracy, and from lack of full control of the parameters due to the compli-
cated physics behind laser cooling. Conversely, degenerate quantum gases produced in the 2000’s
no longer suffer these drawbacks, in particular because they get rid of laser cooling (in the last
cooling stage) and can be considered at thermodynamical equilibrium (although not at chemical
equilibrium4). Ultracold atoms are now very well mastered in a number of experimental teams all
over the world. On one hand, almost all parameters are accurately known, and most importantly

3Notable exception is cesium which has naturally strong interactions (Guéry-Odelin et al., 1998). Condensation
of cesium was possible only by controlling interactions via Feshbach resonance techniques (Weber et al., 2003).

4The typical duration of an experiment on ultracold atoms is much lower than the typical time to form alkali solids,
which are the true chemical equilibrium state of these systems. However, as gases, they are in thermodynamical
metastable equilibrium.
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Figure 1.2 | Control toolbox for ultracold atomic gases. The figure represents an ultracold atomic gas
governed by the single-species version of Hamiltonian (1.1) in the grand-canonical ensemble, K̂ = Ĥ −
µ
∫

dr Ψ̂†(r)Ψ̂(r), and the tools that can be used to control the various parameters.

can be precisely controlled via a number of magnetic and/or optical field techniques (see Fig. 1.2).
This offers unprecedented possibilities to
− realize quantum gases of bosons, fermions or even mixtures of the two;
− produce quantum gases in d = 1, 2 or 3 dimensions using anisotropic confining traps or

(3−d)-dimensional optical lattices;
− control interactions via Feshbach resonance techniques;
− produce harmonic or box-shaped traps;
− control magnetic and/or light potentials in various geometries.

On the other hand, ultracold atoms offer a number of powerful measurement techniques, e.g. time-
of-flight (Greiner et al., 2002), spectroscopy based on interaction shifts (Jördens et al., 2008),
time-dependent potential modulations (Schneider et al., 2008; Delande and Zakrzewski, 2009)
direct imaging (Billy et al., 2008; Roati et al., 2008), noise interferometry (Altman et al., 2004;
Fölling et al., 2005; Rom et al., 2006), or Angle-Resolved Photo-Emission Spectroscopy-like
method (Dao et al., 2007; Stewart et al., 2008). Precise measurement of original quantities –which
are not all accessible to usual systems in condensed-matter physics– offers original perspectives.

Another important aspect is that progress in the field has very much benefited from joint ex-
perimental and theoretical work. The main reason why interactions between experiments and
theory is so fruitful in ultracold atomic systems is that true experiments can be described by exact
Hamiltonians, without referring to toy models, as it is usually the case in traditional condensed-
matter physics. Moreover, these Hamiltonians are usually not very complicated owing to the
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strong dilution of ultracold atomic gases, so that the prominent inter-particle interactions are usu-
ally two-body interactions while many-body interactions can often be ignored5. This leads to
tractable equations for cases directly relevant to true experiments and makes the life of theoreti-
cians easier. In the general case of mixtures of different species (labelled by σ), and possibly
beyond meanfield, the physics of ultracold atoms is governed by the Hamiltonian

Ĥ = ∑
σ

∫
dr Ψ̂†

σ(r)
[
−~2∇2

2mσ
+Vσ(r)

]
Ψ̂σ(r) (1.1)

+
1
2 ∑

σ,σ′

∫
dr

∫
dr′ Ψ̂†

σ(r)Ψ̂
†
σ′(r

′)Uσ,σ′(r′− r)Ψ̂σ′(r′)Ψ̂σ(r)

where Ψ̂σ and mσ are the field operator and the mass of an atom of species σ. The first integral
in Eq. (1.1) represents the Hamiltonian of a single particle in the potential Vσ(r). The latter
is controlled by the configuration of the magnetic and/or optic fields. The second integral in
Eq. (1.1) represents the interaction operator, which can often be substituted to a contact effective
potential6,7, Uσ,σ′(r′ − r) = gσ,σ′δ(r′− r) where gσ,σ′ is the coupling constant for interacting
atoms of same or different species. Repulsive and attractive interactions correspond to gσ,σ′ > 0
and gσ,σ′ < 0, respectively. The value and the sign of gσ,σ′ can be controlled in quantum gases
using Feshbach resonances. There are several limiting cases that we briefly outline below.

Meanfield regime - The most usual limit is the weak-interaction regime where quantum corre-
lations are weak. One can then use a meanfield approximation, which amounts to replace the
field operator Ψ̂(r), by a complex classical field ψ(r). Minimization of the corresponding energy
functional in the grand-canonical form then leads to the Gross-Pitaevskii (non-linear Schrödinger)
equation (Pitaevskii and Stringari, 2003):

µψ(r) =

[
−~2∇2

2m
+V (r)+g|ψ(r)|2

]
ψ(r) (1.2)

where µ is the chemical potential. Equation (1.2) or its time-dependent counterpart (obtained by
replacing the left-hand-side term by i~∂tψ) is relevant to very many experiments on Bose-Einstein
condensates (Ketterle et al., 1999).

Optical lattices - An other important case is that of optical lattices. In strong contrast with the
Sisyphus cooling scheme where both are intimately related, here cooling and trapping in a periodic
lattice can now be separated from each other. Optical lattices can thus be produced in dissipation-
less systems and reach the quantum degenerate regime. Ultracold atomic lattice gases and solid-
state systems are then governed by similar Hamiltonians8. Hence, ultracold atomic systems have
become of direct relevance to condensed-matter physics (Bloch, 2005; Lewenstein et al., 2007).

5Exceptions include the physics of three-body (Petrov, 2004; Kraemer et al., 2006; Levinsen et al., 2009) and
four-body (Ferlaino et al., 2009) Efimov states.

6Important exceptions however concern chromium gases or heteronuclear molecules which interactions are long-
range dipole-dipole interactions (Lahaye et al., 2009).

7For simplicity, we omit here the regularization term in the expression of Uσ,σ′ (Castin, 2001).
8It is worth stressing that the characteristic parameters of ultracold atomic systems and usual condensed-matter

systems differ by orders of magnitude (see Fig. 1.1). Nevertheless, what is relevant is the ratio of the various param-
eters, which can be similar for the two systems.
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For instance, it was possible to observe Bloch oscillations (Ben Dahan et al., 1996; Peik et al.,
1997), and to directly image Bloch bands (Greiner et al., 2001) with bosons, and Fermi surfaces
of non-interacting lattice fermions (Köhl et al., 2005). A major advance in the physics of optical
lattices was then realized in 1998 by the group of Peter Zoller, which paved the way to strongly-
correlated lattice systems (Jaksch et al., 1998). In deep lattices, atoms in the quantum regime
are trapped in lattice wells. They can jump from site to site via quantum tunnelling (with a rate
τ), and two atoms interact mainly in the same site (with an energy U). This physics can thus
be modeled by the so-called Hubbard Hamiltonian (Hubbard, 1963), i.e. the discrete version of
Hamiltonian (1.1):

Ĥ =− ∑
σ,〈 j,l〉

τσ

(
â†

σ, jâσ,l +h.c.
)
+ ∑

σ, j
Vσ, j â†

σ, jâσ, j +
Uσ,σ′

2 ∑
σ,σ′, j

â†
σ, jâ

†
σ′, jâσ′, jâσ, j (1.3)

where the sum over 〈 j, l〉 covers all pairs of nearest-neighbor lattice sites and, âσ, j is the anni-
hilation operator of an atom of species σ in site j. Hence, ultracold atoms (bosons or fermions)
in optical lattices mimic the Hubbard model, which is widely considered in condensed-matter
physics (Auerbach, 1994; Sachdev, 1999), for instance to capture the essential physics of elec-
trons in solids. In contrast to condensed-matter systems however, Hamiltonian (1.3) can be
shown to be exact in the limit of deep lattices, low temperatures and low interactions. The
parameters τσ, Vσ, j and Uσ,σ′ in Eq. (1.3) can indeed be calculated ab initio from the potential
Vσ (r) → Vσ (r) + V latt

σ (r) and the coupling constant gσ,σ′ in Eq. (1.1) and are thus controllable
in experiments (Jaksch et al., 1998; Werner et al., 2005).

Strongly-correlated, continuous systems - Hamiltonian (1.1) is a generic model in many areas
of condensed-matter physics, which is not restricted to lattice systems. In systems with contact
interactions, strong correlations generically appear when the meanfield interaction energy, gn, be-
comes larger than the kinetic energy, ~2/mn−2/d , needed to localize the particles in distinct (non-
overlapping) regions, i.e. when γ ≡ mgn1−2/d/~2 & 1. Interestingly, this regime can be achieved
also in continuous systems in two ways, without optical lattices. First, one can directly tune the
strength of interactions taking advantage of the strong dependence of the coupling parameter g on
magnetic fields in the vicinity of Feshbach resonances (Inouye et al., 1998; Cornish et al., 2000).
Second, one may change the atomic density but this method strongly depends on the dimension of
the system. In three dimensions, one should increase the density but it is hardly possible to do it
enough so as to reach the strongly-correlated regime without an optical lattice. In two dimensions,
the condition of strong correlations actually does depend on the density, so this method does not
work. In one dimension, quite paradoxically, one should decrease the density in order to reach the
strongly-correlated regime, which corresponds here to the so-called Tonks-Girardeau gas (Tonks,
1936; Girardeau, 1960; Olshanii, 1998; Petrov et al., 2000b).

Present perspectives - As shown above, the past decades have witnessed impressive progress
in the field of ultracold atomic systems. Many challenging bottlenecks have been remarkably
passed through but they just opened new promising horizons. Unprecedented control in these
systems as well as development of original measurement techniques now change the research
perspectives in the field. On one hand, development of robust advanced systems with ultracold
atoms is just starting. This includes for instance atom lasers (Mewes et al., 1997; Anderson
and Kasevich, 1998; Hagley et al., 1999; Bloch, 1999; Guerin et al., 2006), atomic clocks (Ka-
sevich et al., 1989; Clairon et al., 1991; Sortais et al., 2001), as well as inertial sensors, such
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as accelerometers (Kasevich and Chu, 1992b; Snadden et al., 1998; Peters et al., 1999; Pe-
ters et al.2001; McGuirk et al., 2002) and gyroscopes (Riehle et al., 1991; Gustavson et al.,
1997; Gustavson et al., 2000). On the other hand, ultracold atoms are more and more consid-
ered to realize quantum simulators, i.e. clean, versatile and controlled physical systems that can
be used to solve exactly complicated problems (Feynman, 1982; Lloyd, 1996; Cirac and Zoller,
2004). An important application domain is condensed-matter physics, the most generic models of
which are governed by Hamiltonians which are almost exact for degenerate quantum gases. Sev-
eral experiments have already succeeded in demonstrating the ability of ultracold atoms to address
complex problems by mimicking model-systems of condensed-matter physics8. Landmark results
–depicted in Fig. 1.3– include observation of Bose (Greiner et al., 2002) and Fermi (Jördens et al.,
2008; Schneider et al., 2008) Mott insulators, Tonks-Girardeau physics (Kinoshita et al., 2004;
Paredes et al., 2004), the BCS-BEC crossover (Greiner et al., 2003; Jochim et al., 2003; Zw-
erlein et al., 2003; Bourdel et al., 2004), quantized vortices in Fermi gases (Zwierlein et al.,
2005), Berezinskii-Kosterlitz-Thouless physics (Hadzibabic et al., 2006), quantum spin-like ex-
change (Anderlini et al., 2007; Trotzky et al., 2008) and Anderson localization (Billy et al., 2008;
Roati et al., 2008). Hence, realizing quantum simulators is now within our grasp. Quantum
simulators could then replace (hypothetic) ultra-powerful and dedicated computers and address a
number of issues in various complex systems where many questions are open or even controver-
sial. Examples include fermionic superfluidity, high-TC superconductivity or frustrated systems.
Another important class of systems where ultracold atoms are extremely promising to pursue a
number of outstanding challenges is that of disordered systems.

1.2 Disordered systems: An active research field with many
open questions

Disordered systems form a central field of condensed-matter physics, which encompasses ba-
sically all systems that cannot be described by the clean models we are used to, for instance
homogeneous media or perfectly-periodic crystal solids. An immediate example concerns is the
propagation of waves in fully a random medium, which can be seen as a potential or a refractive-
index field with no long-range order. It also concerns almost any system with very small im-
perfections. Hence, the physics of disordered systems roots back to early studies of electrons in
solids, and particularly to efforts to understand why some materials are metals are some others are
insulators. Besides band and Mott insulators (see Sec. 2.1.1), it was indeed proposed by Philip W.
Anderson that disorder (i.e. small imperfections in solids) can lead to metal-insulator transitions
by localizing quantum particles (Anderson, 1958).

Disorder is actually ubiquitous in Nature and thus plays a central role in many areas of physics,
beyond condensed-matter physics itself, for instance in Optics, Acoustics, Microfluidics and Seis-
mology. In a sense, disordered systems are more generic than ordered systems. Beside practical
interest for designing high-precision devices (e.g. interferometers, accelerometers, gyroscopes,
...), or for analyzing wave signals propagating in imperfect media, understanding the effects of dis-
order is a major issue from a fundamental point of view. Hence, when attempting to understand the
effects of disorder in condensed-matter systems, one faces severe difficulties. First, standard the-
oretical concepts developed in the context of clean systems (e.g. Bloch waves or ferromagnetism)
break down in the presence of disorder. New paradigms and sophisticated techniques, such as
diagrams (Lee and Ramakrishnan, 1985), the scaling theory (Abrahams et al., 1979), ultrametric-
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Figure 1.3 | Towards quantum simulators with ultracold atoms. From top to bottom and from left to
right: Mott insulators (Munich, Zurich and Mainz groups), Tonks-Girardeau gases (Penn State and Mainz
groups), BEC-BCS crossover (JILA, Innsbrück, MIT and ENS groups), quantized vortices in Fermi gases
(MIT group), Berezinskii-Kosterlitz-Thouless physics (ENS group), quantum spin-like exchange (NIST and
Mainz groups), Anderson localization (Institut d’Optique and Florence groups).

ity (Mézard et al., 1986), supersymmetry (Efetov, 1983) or the replica method (Mézard et al.,
1986; Giamarchi et al., 2004) are thus required. Second, the phase or Hilbert space is often too
large to perform exact numerical calculations in systems of relevant size, and restriction to rele-
vant sub-spaces is difficult owing to the system complexity. Finally, it is often difficult to control
experimentally the amount and nature of impurities, so as to isolate effects which are purely due
to disorder. Hence, rather than studying the complete Hamiltonians of real systems, our under-
standing of disorder in physical systems is mainly based on the simplest models one can construct
to represent reasonably a given physical situation.

Strikingly enough, even a small amount of impurities can strongly affect physical systems, in
particular in mesoscopic physics where interference effects govern a variety of phenomena (Akker-
mans and Montambaux, 2006). The most celebrated example is Anderson localization of waves. It
results from destructive interference between the diffusive paths associated to multiple scattering
from random impurities, yielding wavefunctions with exponentially decaying tails and absence
of diffusion (Lee and Ramakrishnan, 1985). In condensed-matter physics where the concept of
localization was introduced for the first time fifty years ago, the Anderson transition (Anderson,
1958) is now considered, together with electronic band gaps (Ashcroft and Mermin, 1976) and the
Mott transition (Mott, 1949; 1968), as one of the central paradigms of metal-insulator transitions.
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However, full description of disordered solids is very demanding because disorder, interactions,
kinetic energy and possibly spin couplings usually play entangled roles.

Research on disordered systems is now an interdisciplinary field, which, after fifty years of
Anderson localization, is more active than ever, as witnessed by several landmark results reported
in the last few years on various systems such as light waves, sound waves, and matter waves (La-
gendijk et al., 2009; Aspect and Inguscio, 2009). However many questions are still open or even
controversial. This concerns for instance
− Anderson transition of non-interacting quantum particles in dimensions one, two and three;
− The role of inter-particle interactions on localization;
− Strongly-correlated disordered systems (and the associated Bose or Fermi glasses);
− Spin systems with random exchange coupling terms (and the associated spin glasses).

All these challenging issues lie at the forefront of modern research on disordered systems. In the
past decades, Optics has been one of the leading areas in the field, where Anderson localization
has been first reported (Wiersma et al., 1997). However, several of the above challenging issues
on disordered systems lie beyond the scope of Optics. This concerns for instance the effect of
particle-particle interactions or the effect of disorder on quantum magnetism. It is thus worth
developing alternative fields where these long-standing challenges can be pursued with novel
viewpoints. In this respect, ultracold atoms offer a novel perspective because model systems can
be designed at will, for instance in fully controlled disordered potentials (Sanchez-Palencia and
Lewenstein, 2010).

1.3 Disordered quantum gases: Controlled disorder in con-
trolled systems

It may appear strange to investigate disorder with ultracold atoms, which are very clean and
naturally free of random impurities (Dalfovo et al., 1999; Ketterle et al., 1999; Giorgini et al.,
2008; Ketterle and Zwerlein, 2008). The key is that one can subject ultracold atoms to controlled
disordered potentials, a rather rare opportunity in usual systems. The most promising technique
to produce disorder in ultracold atomic systems is to use optical potentials (either truly disordered
speckle fields or quasi-periodic bichromatic lattices) because their statistical properties (e.g. the
average intensity and the correlation length) can be precisely controlled (Clément et al., 2006;
Fallani et al., 2008). In the last few years, research on disordered quantum gases has emerged
fast and one can now consider that it is at the early stage of maturity since –as we will see– on
one hand, landmark results have been already reported, and, on the other hand, many challenging
issues are still open (Sanchez-Palencia and Lewenstein, 2010).

Investigation of disorder with cold atoms dates back to 1994 with first studies of one-dimen-
sional dynamical localization in kicked-rotors (Graham et al., 1992; Moore et al., 1994), and
of three-dimensional cooling and classical diffusion in speckle potentials (Horak et al., 1998;
Boiron et al., 1999; Grynberg et al., 2000a). In 2003, Maciej Lewenstein, Peter Zoller and co-
workers (Damski et al., 2003), and Robert Roth and Keith Burnett (2003) proposed to realize
quantum degenerate bosons in truly disordered potentials and investigate two of the most out-
standing issues in the field of disordered systems, namely Anderson localization and Bose glasses.
These works have triggered enormous interest, and experimental investigations, pioneered by the
groups of Massimo Inguscio (Lye et al., 2005; Fort et al., 2005), Alain Aspect (Clément et al.,
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2005) and Wolfgang Ertmer (Schulte et al., 2005), started immediately. The field is still growing
with several groups in Europe [LENS (Lye et al., 2005; Fort et al., 2005; Fallani et al., 2007;
Roati et al., 2008; Deissler et al., 2010), Institut d’Optique (Clément et al., 2005; Clément et al.,
2006; Clément et al., 2008; Billy et al., 2008), Hannover (Schulte et al., 2005; Drenkelforth et al.,
2008.), Lille (Chabé et al., 2008)], and in the United-States [Rice University (Chen et al., 2008),
Urbana Champain (White et al., 2008; Pasienski et al., 2009), NIST (Edwards et al., 2008)] work-
ing on disordered quantum gases. In parallel, many theoretical works have been performed, for
instance in Hannover/Barcelona (Damski et al., 2003; Schulte et al., 2005; Sanpera et al., 2004;
Wehr et al., 2006; Neiderberger et al., 2008; Neiderberger et al., 2009), in Bayreuth/Nice/Paris
(Kuhn et al., 2005; Kuhn et al., 2007; Zakrzewski and Delande, 2009), in Orsay (Bilas and
Pavloff, 2006; Paul et al., 2007; Albert et al., 2008; Albert and Leboeuf, 2010), in Regens-
burg (Paul et al., 2007; Hartung et al., 2008), in Israel (Shapiro, 2007; Akkermans et al., 2008;
Gurevich and Kenneth, 2009), in Grenoble (Skipetrov et al., 2008), in Francfort (Bissbort and
Hofstetter, 2009; Byczuk et al., 2009) and in our team at Institut d’Optique (Sanchez-Palencia,
2006; Sanchez-Palencia et al., 2007; Lugan et al., 2007a; Lugan et al., 2007b; Clément et al.,
2008; Sanchez-Palencia et al., 2008; Lugan et al., 2009; Pezzé et al., 2009; Piraud et al., 2011;
Pezzé and Sanchez-Palencia, 2011).

In the first years, the main motivation of these works was a quest for the ‘Holy Grail’, i.e. direct
signatures of Anderson localization of matter-waves using Bose-Einstein condensates. Reaching
the goal was extremely challenging and indeed, the first attempts showed a localization effect
which was not related to Anderson localization (Clément et al., 2005; Fort et al., 2005) but rather
to the so-called disorder-induced trapping effect (Sanchez-Palencia et al., 2008). Then, new the-
oretical works (Schulte et al., 2005; Sanchez-Palencia et al., 2007) showed new routes and both
groups at Institut d’Optique and LENS succeeded in observing Anderson localization with Bose-
Einstein condensates (Billy et al., 2008; Roati et al., 2008). These results are the first direct
signatures of Anderson localization of a matter-wave of any kind. The main ingredients of the
success are i) accurate control of the disorder, ii) negligible inter-atomic interactions, iii) strong
isolation from the environment, iv) direct imaging of density profiles and last but not least v) joint
theoretical and experimental efforts. The combination of all these features is a unique possibility
offered by ultracold quantum gases.

Beyond a dramatic success in the fifty-year-old quest to observe Anderson localization of
(quantum) matter-waves, it is worth realizing that these experiments (Billy et al., 2008; Roati et al.,
2008) now open the path towards many profound studies and fundamental discoveries in the field
of disordered systems, beyond ultracold atoms and beyond Anderson localization. In particu-
lar, the good agreement between experiments and theory reported in these works shows that we
can trust the potential of such experiments to realize quantum simulators for more complicated
situations, in particular the challenges pointed out above (see list on page 26). In spite of many
landmark results, numerous related issues are still open or even controversial. We argue below that
ultracold atoms offer extremely promising perspectives to shed new light on these questions. In
addition, we show that they pose new questions and new challenges that have not been addressed
before.

The reason why ultracold atoms are so promising to shed new light on disordered systems is
twofold. First, they are highly controlled and versatile systems, so that theories can be tested di-
rectly in experiments. The main aim of theoretical works is thus to propose feasible experiments
to address relevant questions. Second, ultracold atoms offer a number of original measurement
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techniques (e.g. time-of-flight, spectroscopy based on interaction shifts, ...), which are comple-
mentary to those of condensed-matter physics (e.g. conductivity and transport measurements).
This triggers many advanced works in the field of ultracold atoms, and, for instance, many the-
oretical studies aim at identifying new observables and new approaches. It is however worth
going beyond this approach. Indeed, it is important to keep in mind that, although ultracold atoms
are very well controlled systems, they do not always reproduce exactly standard toy-models of
condensed-matter physics, but introduce new ingredients. This is a fundamental point of both
experimental and theoretical importance, which is sometimes disregarded. On one hand, new in-
gredients turn out to be crucial to realize certain systems. For instance, harmonic traps, which are
always present in experiments with ultracold atoms, can paradoxically help by avoiding delicate
control of atom number to ensure integer filling of potential wells in Mott insulators (Jaksch et al.,
1998; Greiner et al., 2002; Jördens et al., 2008; Schneider et al., 2008). On the other hand, it can
significantly change usual pictures. For instance, true Bose-Einstein condensates do exist in one-
and two-dimensional trapped gases (Petrov et al., 2000a; Petrov et al., 2000b; Petrov et al., 2004)
while they don’t in homogeneous systems in the thermodynamical limit. Another example, which
is directly relevant to Anderson localization of matterwaves (Billy et al., 2008), is provided by
speckle potentials. They indeed form an original class of disorder, where effective mobility edges
exist in one dimension (Sanchez-Palencia et al., 2007). This is a very unusual case, which is a
direct consequence of long-range correlations of speckle potentials (Gurevich and Kenneth, 2009;
Lugan et al., 2009). Yet another example is the effect of harmonic trapping, which significantly af-
fects localization properties, showing unusual coexistence of localized and extended states (Pezzé
and Sanchez-Palencia, 2011).

Hence, the original features of ultracold atoms provide new tools and new viewpoints to the
field of disordered systems. These features are of great promise to shed new light on challenging
issues in the field of disordered systems in general, by providing new results, new questions,
and maybe new ideas. Let us finally stress that the case of Anderson localization in speckle
potentials exemplifies the fact that current efforts devoted to realize quantum simulators call for
joint experimental and theoretical work, to
− Propose new experiments;
− Identify relevant observables;
− Explore novel situations that have not been yet addressed;
− Develop new theories applicable to ultracold atoms.



Chapter 2

ANDERSON LOCALIZATION IN
DISORDERED QUANTUM GASES

In brief – Anderson localization is a paradigm effect in disordered systems. It is an ubiqui-
tous phenomenon in wave physics, which in particular plays a central role in metal-insulator
transitions. It results from interference of multiply-scattered paths from defects of the medium,
yielding absence of diffusion and wavefunctions with exponential tails. First evidence of Ander-
son localization was reported for classical waves from the late 1990’s, but it remained elusive
for matterwaves. In this respect, ultracold atoms offer new perspectives. Here, we first introduce
Anderson localization, i.e. basic theoretical knowledge and experimental evidence of localization
of classical waves. We then present our theoretical contributions to the study of localization of
matterwaves in quasi-periodic and disordered potentials.

Quasi-periodic potentials can simulate disorder in finite-size systems. We show that a con-
densate at equilibrium in a two-dimensional quasi-periodic lattice acquires quasi-periodic long-
range order, which can be evidenced with time-of-flight techniques. When released from a trap in
such a potential, the condensate gets localized, i.e. diffusion is completely suppressed.

True disorder can be realized using optical speckle. We show that an initially interacting Bose-
Einstein condensate released from a harmonic trap in a speckle potential offers an ideal probe
of Anderson localization of non-interacting particles. For strong disorder, localization occurs. It
is however not related to Anderson localization, but rather to fragmentation of the condensate.
For weak disorder, Anderson localization shows up in the form of exponential tails. We show
that speckle potentials are non-standard models of disorder, which are non-symmetric and non-
Gaussian but inherit some properties of Gaussian disorder. This induces unusual features, such as
effective mobility edges in one dimension. Our prediction were confirmed by recent experiments.

2.1 Introduction to Anderson localization

Condensed-matter physics is devoted to the investigation of dense systems, the main character-
istics of which are strong interactions and relevance of quantum mechanics. Both usually play
non-trivial combined roles. As a result, even simple questions have generally complex answers
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and very often require long developments of ideas, concepts, theoretical calculations and exper-
imental investigation. For instance, in electronic conductivity, which lies at the very heart of
condensed-matter physics, such a question is: Why are some materials insulators, while other
ones are metals ? Of course, the well-known Bloch theory of solids provides an immediate an-
swer directly related to the band structure of the single-electron spectrum. It was however rapidly
understood that this is just a small part of the story, as both electron-electron interactions (Mott
and Peierls, 1937) and crystal imperfections (Anderson, 1958) should play a non-negligible role,
which is still debated.

2.1.1 Metal-insulator transitions in condensed-matter physics

Metal-insulator transitions in condensed-matter physics are conveniently described by the Hub-
bard model on a d-dimensional hypercubic lattice [see Introduction, Eq. (1.3)]:

Ĥ =−τ ∑
〈 j,l〉,σ

(
ĉ†

σ, jĉσ,l +h.c.
)
+ ∑

σ, j
Vj ĉ†

σ, jĉσ, j +
U
2 ∑

j
ĉ†
↑, jĉ

†
↓, jĉ↓, jĉ↑, j, (2.1)

where the sum over 〈 j, l〉 covers all pairs of nearest-neighbor lattice sites. In Hamiltonian (2.1), τ
is the nearest-neighbor tunneling rate, ĉσ, j is the annihilation operator of an electron of spin σ in
site j, Vj is the energy attached to site j, and U represents the interaction energy, which is assumed
to be restricted to two electrons with opposite spins in a single site. One then distinguishes three
types of insulators:

Band insulators - For Vj ≡ 0 and U = 0, we are left with non-interacting electrons in a periodic
homogeneous lattice. This is the situation described by the quantum theory of solids of Felix
Bloch (Ashcroft and Mermin, 1976). All single-electron states are periodic and thus extend over
the full system. Hence, they can in principle support electronic transport. Splitting of the energy
spectrum into a succession of bands should however be taken into account. If the Fermi energy
lies inside a band, the electrons can indeed move under the effect of an infinitesimal force, and
the material is a metal. If instead, the Fermi energy lies in between two bands, electronic transi-
tions between different states are strongly suppressed due to the band gap, and the material is an
insulator (see Fig. 2.1a).

Mott insulators - In the presence of weak repulsive interactions (U > 0, but still Vj ≡ 0), the
Fermi liquid theory shows that the above picture is not strongly modified, provided that one con-
siders quasi-particles rather than bare particles. Quasi-particles incorporate the effect of interac-
tions in their dispersion relation. As shown by Nevill Mott however, strong repulsive interactions
induce a metal-insulator transition at half-filling of a band (Mott, 1949; Mott, 1968). For strong-
enough interactions, U � τ, and low-enough temperature, kBT .U , the many-body states of the
Fermi system are formed of particles, each localized in a different lattice site1: |Ψ〉∝ Π j ĉ†

j,σ j
|0〉.

Here, electronic transport is strongly suppressed because the electrons are localized in the lattice
sites and mutually hamper their motion, owing to either Pauli blocking or repulsive interactions.
Indeed, moving an electron, say with spin ↑, from site j to a neighboring site l is forbidden if the
electron in l has spin ↑, and requires at least the finite amount of energy U if the electron localized
in l has spin ↓ (see Fig. 2.1b).

1Below the Néel temperature, TN ∼ 4τ2/kBU , the Fermi-Mott insulator displays anti-ferromagnetic order, i.e. the
σ j’s are opposite in adjacent sites (Georges, 2008).
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Figure 2.1 | Insulators in condensed-matter physics. a) Band insulator: The electronic states are Bloch
waves, which are all extended and may support transport. When the Fermi energy EF lies in a band gap,
transport is however suppressed due to full filling of the conduction band. b) Mott insulator: The electrons
populate localized Wannier states. Transport is governed by the competition between tunneling and inter-
actions. At half filling (N↑ = N↓ = Nsites/2), when the interaction energy U gained by the system when an
electron jumps from one site to the other exceeds the tunneling energy zτ, transport vanishes. c) Anderson
insulator: In a disordered lattice, non-interacting electrons populate localized states, which do not support
transport even for partial filling of the Bloch bands.

Anderson insulators - There is yet another way to form an insulator from the Hubbard model,
as shown by Philip W. Anderson (1958). Let us consider non-interacting fermions (U = 0) but
now in an inhomogeneous lattice (the Vj’s are not all equal). The translation invariance by integer
numbers of a lattice period –which is at the origin of the Bloch theorem– is now broken, and
the question arises as to know whether the single-particle electron states are extended –thus sup-
porting transport– or not. Anderson considered the case of a disordered lattice, i.e. with random
valued Vj, hence mimicking lattice imperfections in real solids. In the simplest model, one consid-
ers independent random Vj, uniformally distributed in the interval [−∆/2,+∆/2] (see Fig. 2.1c).
The dynamics of Hamiltonian (2.1) is then governed by the sole parameter2 ∆/τ. For ∆ = 0, the
spectrum is continuous but limited to the lowest band of the lattice, i.e. −zτ < E < zτ, where the
coordination number, z equals 2d in a d-dimensional hypercubic lattice. Now, do electrons diffuse
away in such a model for ∆ 6= 0 ?

Inspired by experimental data showing long-lived electronic spins in doped semi-conductors,

2Note that in a bi-partite lattice –i.e. a lattice made of two sub-lattices A and B with twice the period each and
displaced by one lattice period, e.g. a cubic lattice– the localization properties do not depend on the sign of τ. Indeed,
any single-particle state can be written as |ψ〉=

(
∑ j∈A α j ĉ

†
j +∑l∈B αl ĉ

†
l

)
|0〉. Now, if |ψ〉 is an eigenstate of Ĥ(+τ),

then the associated staggered state, |ψ̃〉=
(

∑ j∈A α j ĉ
†
j −∑l∈B αl ĉ

†
l

)
|0〉, is an eigenstate of Ĥ(−τ) with same energy.

Since, the localization properties are determined by the behavior of the |α j|’s only (with j ∈ {A,B}), they are the
same for |ψ〉 and |ψ̃〉.
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thus compatible with electron localization, Anderson considered an initially single electron (spin)
located in a given site and then estimated the probability to diffuse away. The calculation is
quite tedious and may be summarized by the following now quite consensual picture. In each
site, a part of the wave packet is transmitted and the other one is scattered. This yields many
Feynman paths which have to be summed up coherently. In a perfect –i.e. non-disordered– lattice,
the scattering processes work in phase from site to site, giving rise to the band structure. In a
disordered lattice, the wave packets acquire a random phase and interfere destructively. It leads
to the following conclusion applicable to a three-dimensional cubic lattice (Anderson, 1958):
For strong-enough disorder, diffusion is completely suppressed and the electronic wavefunctions
decay rapidly at large distances (exponential localization; see Fig. 2.1c). Conversely, for low
disorder, the electronic wavefunctions are extended. Hence, in the disordered case, there exists a
critical value of the disorder, ∆c ∝ |τ|, which separates a metallic region –where almost all states
are extended– from an insulating region –where almost all states are localized.

This prediction is confirmed by numerical calculations in the three-dimensional Anderson
model (Kroha et al., 1990). More precisely, for ∆ < ∆c ' 16.5|τ|, most of the states are extended
and hopping –i.e. transport– dominates for all energies (see Fig. 2.2). Only electronic states in the
vicinity of the band edges E ' ±2d∆ are localized. In contrast, for ∆ > ∆c, almost all states are
localized, and the system is an insulator. This physics features a metal-insulator transition –so-
called Anderson transition– in non-interacting three-dimensional electronic systems [for reviews,
see for instance (Mott, 1967; 1968; Lee and Ramakrishnan, 1985; van Tiggelen, 1999)]. The
Anderson transition is characterized by two critical exponents ν and s. In the localized phase, the
localization length diverges as Lloc ∝ |∆−∆c|−ν at the critical point, which has been numerically
shown to be ν = 1.57±0.02 (Schreiber and Grussbach, 1996; Slevin et al., 2001). In the extended
regime, the diffusion coefficient vanishes as D* ∝ |∆c− ∆|s at the critical point. The scaling
theory of localization (see Sec. 2.1.2) predicts that the two exponents are related by the relation
s = (d−2)ν (Abrahams et al., 1979).

Each type of insulator has its own interest, and in particular, a huge amount of work has been
devoted independently to Mott insulators and Anderson insulators. Interestingly, analogues of
all types of insulators have been convincingly observed with ultracold atoms: band structures
(Greiner et al., 2001; Köhl et al., 2005), bosonic (Greiner et al., 2002) and fermionic Mott insu-
lators (Jördens et al., 2008; Schneider et al., 2008), and Anderson localization (Billy et al., 2008;
Roati et al., 2008). In the following, we focus on Anderson localization.

2.1.2 Anderson localization: one, two, three (dimensions)

The work of Anderson has triggered much interest, although after a latency period of more than
a decade. It is now understood that Anderson localization is an ubiquitous phenomenon, relevant
not only to electrons but also to any quantum or classical wave diffusing in a disordered medium.
Many variants of the Anderson model have been studied so far. For instance, more complicated
statistical distributions of on-site energies Vj, or random tunnel coupling, fluctuating from site to
site have been considered. More generally, it appears that the mechanism that sparks Anderson
localization is quite universal in the sense that it does not depend on the microscopic details of
the considered model. Indeed, Anderson localization results from interference of the many paths
associated to coherent multiple scattering from random impurities. A central aspect of Anderson
localization is however that it strongly depends on the dimension of the system.
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Figure 2.2 | Phase diagram of the 3D Anderson model. The diagram exhibits two phases (metal and
insulator), separated by a transition found numerically (points) and from the self-consistent theory (solid line)
[adapted from (Kroha et al., 1990)]. The left-hand-side panels show the density of states and the location
of localized and extended states. The localized states first appear near the band edge, and progressively fill
up the band as disorder increases.

Scaling theory of localization - The strong dependence of Anderson localization on the spatial
dimension can be understood on the basis of the scaling theory, the starting point of which is
the description of localization as a universal phenomenon. The first step is the identification of
a minimal number of relevant parameters, ultimately one. In a series of works, Thouless and
his coworkers proposed the following approach (Thouless, 1974). Let us construct a piece of
material by piling up d-dimensional blocks of linear size L, and try to identify a physically-
relevant quantity governing the nature of the eigenstates associated to two blocks. Two energy
scales appear. First, in each block, the energy levels are discrete, which provides us with a first
energy scale, i.e. the level spacing or Heisenberg energy, ∆E = 1/D(E)Ld , where D(E) is the
density of state per unit volume. Second, scattering from the impurities may induce diffusion,
which we assume to be normal. This defines the Thouless time, tT ∼ L2/DB where DB is the
Boltzmann diffusion constant, which corresponds to the necessary time for an electron to diffuse
over the whole volume of the block. The Thouless time can be viewed as a broadening of the
levels, which provides us with a second energy scale, δE = ~/tT ∼ ~DB/L2. Then, when piling
up two blocks, one expects that the states in two different blocks are connected only when δE
exceeds ∆E, i.e. when the level broadening exceeds the level spacing. Hence, one expects that the
eigenstates of the full material are extended for δE� ∆E, and localized for δE� ∆E. Intuitively,
the dimensionless conductance, g(L) = G(L)

e2/~ , should thus be an increasing function of the ratio
δE/∆E, which was proposed as the most relevant parameter for Anderson localization (Edwards
and Thouless, 1972).

Landmark development of these ideas, now known as the scaling theory of localization came
from the combination of single-parameter scaling with perturbative calculations (Abrahams et al.,
1979). Here, we refer to g = δE/∆E as the dimensionless conductance3. Let us have a look at

3The exact conductance may have a different form, for instance in one dimension (Anderson and Lee, 1981;
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Figure 2.3 | Scaling flow for Anderson localiza-
tion. The plot shows the scaling parameter β(g) =
d ln(g)
d ln(L) as a function of the logarithm of the dimen-
sionless conductance g in one-, two- and three-
dimensional spaces. The position of the y-axis cor-
responds to the three-dimensional critical dimen-
sionless conductance gc, such that β(gc) = 0. The
arrows show the flow followed by the dimensionless
conductance when the linear size of the system, L,
increases [adapted from (Lagendijk et al., 2009)].

the behavior of g as a function of the linear size of the system, and define the scaling parameter
β = d ln(g)

d ln(L) , which was argued to only depend on g itself [for details, see for instance (Lee and
Ramakrishnan, 1985)]. For large g, we are in the diffusive regime and the arguments of the
preceding paragraph hold, so that g∼ Ld−2 and thus β(g)∼ (d−2). Single-scattering corrections
to the Boltzmann transport theory lead more precisely to β(g) ' (d− 2)− a/g. Conversely, for
small g, we are in the localized regime, and since tunneling from different blocks is exponentially
suppressed, we expect g ∝ exp(−L/L∗), where L∗ scales as the localization length, so that β(g)'
β0 + ln(g). The behavior of g versus L is finally inferred from interpolation of these formulas,
assuming continuity, which is justified by the fact that we are dealing with finite-size systems.
The result is depicted in Fig. 2.3, showing drastically different behaviors in one-, two- and three-
dimensional infinite systems (Abrahams et al., 1979):

− In one dimension, one finds β(g)< 0 for any value of g. Let us start from a certain (finite)
size L, which corresponds to a certain point on the lower (blue) curve in Fig. 2.3. Since
β(g)< 0, the conductance g decreases when L increases, thus following the curve towards
the right-hand side, and ultimately ending in the localized region where g ∼ exp(−L/L∗).
One thus concludes that all states are localized in infinite one-dimensional systems, which
confirms more direct treatments (Gertsenshtein and Vasil’ev, 1959; Mott and Twose, 1961;
Borland, 1963). Hence, counter-intuitively, one finds that even states with energy much
higher than the amplitude of the disorder are exponentially localized.

− The behavior in two dimensions, associated to the intermediate (orange) curve in Fig. 2.3,
is similar, leading to the conclusion that all states in infinite two-dimensional systems are
localized. There is however a fundamental difference compared to the one-dimensional
case. Here, lim∞ β(g) = 0, which leads to qualify dimension two as the marginal dimen-
sion of Anderson localization. The localization behavior can thus be expected to be very
sensitive to any perturbation, possibly leading for instance to a small but positive value
of β(g = +∞) as in the three-dimensional case (see below). For instance, it is believed
that particle-particle interactions might lead to such a scenario (Kravchenko et al., 1994;
Kravchenko, 1995; Abrahams, 2001).

− In three dimensions, the behavior is significantly richer because β(g) crosses zero for a
critical value gc as shown in the upper (red) curve of Fig. 2.3. Let us start with a sample

Singha Deo, 1997), but it does not change the discussion.
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of small conductance, g < gc. Then, β(g) < 0 so that g decreases when L increases, and
ultimately ends up in the localized regime for infinite three-dimensional systems. In con-
trast, if one starts from a sample of large conductance, g > gc, the scaling flow is opposed
and g increases with L. In the limit of an infinite system, the sample thus ends up in the
extended (diffusive) regime. Since the value of gc depends on both disorder and energy,
one concludes in favor of the existence of a metal-insulator transitions (Anderson, 1958) as
a function of the strength of disorder and the particle energy in agreement with the results
reported on Fig. 2.2.

Microscopic approaches - Further knowledge of Anderson localization requires more detailed
treatments. Several microscopic approaches have been developed. One may consider several
starting points, e.g. hyper-cubic lattice systems, Cayley trees, continuous systems (van Tiggelen,
1999), but since localization is a universal phenomenon, they are more or less all equivalent. Let
us consider here a free particle of mass m and energy E, in a d-dimensional disordered poten-
tial V (r) in continuous space, the wavefunction ψ(r) of which is governed by the Schrödinger
equation

Eψ(r) =−~2∇2

2m
ψ(r)+V (r)ψ(r). (2.2)

In one dimension, there exists a number of methods to solve Eq. (2.2) [for a review, see for
instance (Lifshits et al., 1988)]. Let us focus on a very general and efficient one, the so-called
phase formalism approach, which is valid for any weak disorder with finite-range correlations.
Let us write the wave-function (which we choose to be real-valued) in amplitude-phase-like rep-
resentation, such that ψ(z) = r(z)sin[θ(z)] and ∂zψ(z) = kr(z)cos[θ(z)], where r(z) represents the
amplitude, θ(z) is the phase4, and k =

√
2mE/~ would be the particle wavevector in free space.

Substituting this form into Eq. (2.2) leads to two coupled equations: The first one is a closed,
nonlinear differential equation of first order on θ(z), while the second one couples θ(z) to r(z),
proving an explicit formula for r(z) as a function of an integral of θ(z) [for details, see for in-
stance (Sanchez-Palencia et al., 2008; Lugan et al., 2009)]. The power of the method lies in the
separation of these quantities, which react very differently to disorder. For weak-enough disorder
and large-enough particle energy, the phase is only weakly affected by the local modulations of
the disordered potential, so that one can write θ(z)' θ0 + kz+δθ(z), and develop a perturbation
theory in powers of δθ(z). In contrast, the amplitude r(z) is strongly affected even in arbitrary
weak disorder5, and one should integrate the second one directly (i.e. without perturbation tech-
nique). Since, the most interesting case is when disorder is weak, lowest-order calculations are
often sufficient6, which yields the Lyapunov exponent (inverse localization length)

γ(k) ∝
〈V̂ (+2k)V̂ (−2k)〉

k2 =
Ĉ(2k)

k2 , (2.3)

where V̂ is the Fourier transform of the disordered potential, and C(z) = 〈V (z0)V (z0 + z)〉−〈V 〉2
is the autocorrelation function for homogeneous disorder (Lifshits et al., 1988). Equation (2.3)

4Note that this is possible whatever the behavior of the real-valued function ψ(z).
5In the absence of disorder, we have r(z) = 1, corresponding to an extended plane wave. In contrast, r(z) decays

exponentially as soon as disorder is not zero, so that at large distances, r(z)� 1.
6Higher-order terms usually lead to small corrections to the Lyapunov exponent, which serve for quantitative

studies only. We will however show in Sec. 2.3.3 that it is not always so, and higher-order terms can be crucial to
understand the qualitative behavior of γ(k) [see also (Gurevich and Kenneth, 2009; Lugan et al., 2009)].
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enlightens in particular the primary role of coherent second-order back-scattering, +k→−k→
+k, in the localization process.

Higher dimensions are much more demanding as the above method cannot be straightfor-
wardly extended. Landmark advance has been the so-called self-consistent theory of localiza-
tion (Vollhardt and Wölfle, 1980a; 1980b; 1982; 1992). It takes root to works on weak localiza-
tion, which is now seen as a precursor of Anderson localization (Akkermans and Montambaux,
2006). The idea is the following. One first uses perturbation theory to calculate quantities as-
sociated to incoherent scattering, i.e. those that do not take into account the phases accumulated
along the various scattering paths (see Fig. 2.4). This allows one to estimate the scattering mean
free path, l∗ –which measures the typical length over which a wave propagating in the disordered
medium looses memory of its initial phase– and the transport (Boltzmann) mean free path, lB

–which measures the typical length over which the wave looses memory of its initial direction–
as a function of the particle energy. This approach thus only accounts for classical terms, which
leads to classical diffusion, so that the average squared size of the particle cloud scales as the time,
〈r2〉= 2DBt, with DB(E) = vlB/d the diffusion constant and v = ~k/m the particle velocity.

In quantum physics of course, the contributions of the various multiple-scattering paths should
be added coherently, thus taking into account the various phases accumulated along all paths. For
most contributions, it is actually not necessary. Consider the scattering paths (for instance paths
1 and 1′ in Fig. 2.4) from a certain point r0 to another one r1. They all follow different routes
and thus accumulate independent phases, so that cross-terms which depend on the relative phase
of two paths vanish when averaging over the disorder. There are however important cross-term
contributions that do not vanish (Langer and Neal, 1966). This concerns the various loop pro-
cesses for which a particle starts from point r0, suffers a couple of scattering processes and then
comes back to r0 (see for instance paths 2 and 3 in Fig. 2.4). The key is that the reverse process
–corresponding to follow the same scattering path but the other way round (paths 2′ and 3′)– has
to be summed up coherently with the former because the phase accumulation, although random,
is exactly the same in both processes. This leads to constructive interference and enhancement of
the return probability by a factor two, compared to classical calculations. The quantum correc-
tions to the Boltzmann diffusion constant can be calculated from lowest-order perturbation theory,
yielding the modified diffusion constant

D(w.l.)(E) = DB−δD(E). (2.4)

As expected, one thus finds that, although non zero, the diffusion constant is reduced, a phe-
nomenon known as weak localization (Akkermans and Montambaux, 2006).

Going beyond using perturbation theory is very difficult. Rather, one then resorts on a self-
consistent argument. The point is that the weak-localization correction δD to the Boltzmann
diffusion constant DB can be expressed as a function of DB itself. In order to account for all
loop processes at all orders, Vollhardt and Wölfle (1980a) proposed to replace both D(w.l.) and
DB in the expression of δD by the actual diffusion constant D(E). One is thus left with an im-
plicit self-consistent equation on D(E), which remains to be solved. The self-consistent theory of
localization is now widely used and yields the following results:

− In one dimension, one finds that all states are localized, and Lloc ∝ lB. This agrees with pre-
diction of the scaling theory, as well as with exact results and approaches more specialized
to one-dimensional systems (Lifshits et al., 1988).
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Figure 2.4 | Scattering paths in a disordered
medium. Consider a particle diffusing in the
time interval [t0, t1] from point r0. The density at
point r1 and time t1 is determined by the squared
sum of all contributions of the scattering paths
from r0 to r1. For open paths (i.e. r1 6= r0, as for
paths 1 and 1′), cross terms vanish because the
accumulated relative phases are random and in-
dependent. Conversely, for loop paths returning
to the initial point (i.e. r1 = r0, as for paths 2
and 2′ or 3 and 3′), the accumulated phases are
equal, and the corresponding contributions have
to be summed up coherently.

− In two dimensions, one also finds that all states are localized, but the localization length
behaves very differently, namely Lloc ∝ lB exp(πklB/2) where k =

√
2mE/~. Hence, the

two-dimensional localization length, Lloc, explodes exponentially for k > 1/lB, inducing
a crossover from extended (diffusion regime) to localized (localization regime) states in
finite-size systems.

− The situation differs dramatically in three dimensions, where a proper phase transition (the
Anderson transition) shows up, in agreement with the scaling theory. The Anderson tran-
sition is found to occur at the so-called mobility edge, Emob = ~2k2

mob/2m. Hence, while
low-energy states with k < kmob are exponentially localized, those with k > kmob are
extended. The position of the mobility edge is approximately captured by the Ioffe-Regel
criterion (Ioffe and Regel, 1960; Mott, 1967), which basically states that localization re-
quires that the phase accumulated between two successive deflecting scattering processes
does not exceed 1, thus yielding kmob ∼ 1/lB. In other words, the de Broglie wavelength
must exceed the distance travelled by the particle during the memory time of its initial
particle direction. The exact features of the mobility edge are however not correctly de-
scribed by the self-consistent theory of localization. When applied to the disordered cubic
lattice model (Anderson, 1958), the predictions of the self-consistent theory actually dif-
fer from exact numerical calculations. For instance, the predicted critical exponent ν, such
that Lloc ∼ (Emob−E)−ν for E . Emob, is νsc = 1 (Vollhardt and Wölfle, 1980b), while
numerical calculations provide νnum ' 1.6 (MacKinnon and Kramer, 1983; Kroha et al.,
1990).

2.1.3 Localization: An ubiquitous phenomenon in disordered media

As discussed above, Anderson localization was introduced in the context of electronic transport in
disordered materials. It is now recognized as a fundamental effect, which may account for certain
metal-insulator transitions. A major drawback of electronic systems is however that in its initial
form, the Anderson model emanates from an oversimplified model of disordered solids, as it
does not incorporate important ingredients, such as the Coulomb interaction, the interaction with
phonons, and spin-coupling effects. All these effects play combined roles, and it is hardly possible
to clearly isolate effects that are purely due to disorder. Fortunately, Anderson localization turns
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out to be an ubiquitous phenomenon in wave physics. It thus occurs for any wave in any disordered
medium, at least a sufficiently strong one in three dimensions. It was first pointed out in the
context of electromagnetic waves in disordered media (John, 1984), and later extended to nearly
any kind of waves, quantum or classical (Anderson, 1985; Souillard, 1987; van Tiggelen, 1999).

The advantages of classical waves, in particular photons, is that (i) they do not interact,
(ii) strongly-scattering media can be synthesized in the laboratory, (iii) one can work at room
temperature, and (iv) many observables that are sensitive to Anderson localization (e.g. intensity,
complex amplitude, statistical distributions of these quantities) can be measured. A drawback
however is that absorption is difficult to avoid (Scheffold et al., 1999). This is particularly un-
enviable for light as the Beer-Lambert absorption law leads to exponential extenuation of the
intensity, which is qualitatively similar to Anderson localization. The possibility of observing
Anderson localization with classical waves has prompted much experimental work in a variety of
systems [see recent reviews by Lagendijk et al. (2009) and Aspect and Inguscio (2009)]. So far,
evidence of Anderson localization has been reported for light in diffusive media (Wiersma et al.,
1997; Storzer et al., 2006; Aegerter et al., 2006), in one-dimensional (Lahini et al., 2008) and two-
dimensional (Schwartz et al., 2007) photonic crystals, for microwaves (Chabanov et al., 2000) and
for sound waves in two (Weaver, 1990) and three (Hu et al., 2008) dimensions.

For matter-waves, Anderson localization remained elusive for a longer time. First experi-
ments were conducted in doped semiconductors, and conductivity was measured close to the
metal-insulator transition. However critical exponents were difficult to extract due to strong tem-
perature dependence (Paalanen, 1983; Rosenbaum et al., 1983). Recent advances in the field of
ultracold atoms have open new opportunities to study localization in disordered media in various
directions. In particular, coherent back-scattering of light in a disorder created with cold atoms in
a magneto-optical trap (Labeyrie et al., 1999; 2000), and dynamical localization of cold atoms in
kicked-rotor systems (Moore et al., 1994; Chabé et al., 2008) were reported. In the very recent
years, ultracold atoms have been proposed to investigate the effects of disorder on quantum mat-
ter (Damski et al., 2003; Roth et al.2008). This has triggered much interest (see Introduction),
and in particular, theoretical works proposed routes to directly observe Anderson localization in
controlled disordered potentials (Schulte et al., 2005; Sanchez-Palencia et al., 2007). In 2008,
the groups of Philippe Bouyer and Alain Aspect at Institut d’Optique and of Massimo Inguscio
at LENS reported the first direct observation of Anderson localization using Bose-Einstein con-
densates (Billy et al., 2008; Roati et al., 2008). This is the first direct evidence of Anderson
localization of a matter-wave.

2.2 Transport of matterwaves in quasi-periodic and disor-
dered potentials

In this section, we present our first works on localization of a Bose-Einstein condensate. A scheme
based on release of initially interacting condensates from harmonic traps is proposed to probe
localization. Localization is found for a two-dimensional quasi-periodic lattice, and for a one-
dimensional speckle potential. In the regime considered here, localization cannot be clearly re-
lated to Anderson localization, but rather to strong suppression of tunneling in the quasi-periodic
potential and to disorder-induced trapping in the case of a speckle potential.
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2.2.1 Bose-Einstein condensates in quasi-periodic lattices

� see paper reprinted on page 57

In collaboration with Luis Santos (University of Hannover, Germany), we have investigated the
physics of Bose-Einstein condensates in quasi-periodic lattices in two spatial dimensions. Such
a lattice can be produced optically in ultracold atomic gases from a simple arrangement of laser
beams, as first demonstrated in the group of Gilbert Grynberg in the context of laser (Sisyphus)
cooling (Guidoni, 1997; Guidoni, 1999). The idea consists in using five-laser beams arranged in
a fivefold rotational symmetry7 (see Fig. 2.5a). Such a configuration is known to be incompatible
with crystallographic order (Ashcroft and Mermin, 1976), i.e. it cannot exhibit long-range peri-
odic order. The dipole potential V (r) associated to this laser configuration is thus neither periodic,
nor disordered, as can be seen in Fig. 2.5b: It is actually made of clearly identified wells, which
are not arranged periodically, but however exhibit long-range orientational order. Indeed, one
can see that elementary patterns (for instance a circular arrangement of ten wells, which appears
in the center) repeat almost exactly and almost regularly in space. This is a first hint in quasi-
periodic order, which is somehow intermediate between full order and disorder. This kind of
potentials is particularly interesting from a fundamental perspective, but also with a view towards
simulating quasi-periodic crystals, which have been discovered in artificial Al-Mn alloys (Shecht-
man et al., 1984; Levine and Steinhardt, 1984), and very recently in natural aluminum-copper-iron
alloys (Bindi et al., 2009).

Equilibrium properties - Quasi-periodicity is more rigorously defined in reciprocal space8: The
(spatial) Fourier spectrum should be discrete, periodic order is a peculiar case of which. This is
indeed the case of the considered configuration, since, by geometrical construction, the light field
contains Nb = 5 components. The dipole potential –which is proportional to the square modulus of
the light field– thus contains a priori 52 = 25 Fourier components. Actually only 21 are different:
corresponding to
− k = 0,
− the 5 vectors k = κ j where κ0 = k1−k0 and κ j = R [2π j/5]κ0 with R [θ] the rotation of

angle θ, and the opposite vectors,
− the 5 vectors κ j+2−κ j and the opposite vectors.

This property offers an immediate method to demonstrate quasi-periodic order in ultracold atomic
gases (Sanchez-Palencia and Santos, 2005). Let us consider a Bose-Einstein condensate, the
wavefunction of which is accurately described by the Gross-Pitaevskii equation (1.2). In the
Thomas-Fermi regime, the solution reads ψ(r) =

√
[µ−V (r)]/g. Expanding the square root and

turning to Fourier space, we find9

ψ̂(p) =
√

µ
g ∑

n≥0

(
1/2
n

)
(−1)n

µn V̂ n(p), (2.5)

7In d-dimensional space, the relative phases of up to d +1 laser beams do not modify the topology of the corre-
sponding potential, but just affect its origin (Grynberg and Robilliard, 2000). For more than d + 1 laser beams, the
topology does depend on the relative phases, which should thus be locked. It is so for the two-dimensional five beam
configuration considered here.

8Quasi-crystals were actually identified form anomalous Bragg diffraction experiments (Shechtman et al., 1984).
9Here, f̂ (p) = (2π~)−d/2 ∫ ddr f (r)e−ip.r/~ is the Fourier transform of function f .
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Figure 2.5 | Quasi-periodic optical lattices. a) Five-laser configuration. b) Quasi-periodic potential. c)
Momentum distribution of a trapped Bose-Einstein condensate in the Thomas-Fermi regime in a quasi-
periodic lattice [adapted from (Sanchez-Palencia and Santos, 2005)].

and
V̂ n(p) ∝

∫
dk1 . . .dkn V̂ (k1) . . .V̂ (kn) δ(d)(k1 + . . .+kn−k). (2.6)

The condensate wavefunction in Fourier space –which can be observed experimentally from time-
of-flight experiments (Ketterle et al., 1999)– thus contains a numerable ensemble of components,
corresponding to all combinations of the 5 vectors κ j with integer coefficients: ∑ j∈{0...4} n jκ j with
n j ∈ Z. The results of numerical calculations performed within the Gross-Pitaevskii approach
confirm this prediction (see Fig. 2.5c). These results exhibit discrete sharp peaks, pretty similarly
as what is now routinely observed in time-of-flight experiments of Bose-Einstein condensates (in
the superfluid phase) released from periodic optical lattices (Greiner et al., 2001). However, here,
the peaks are not periodically arranged, but rather form a fivefold rotationnaly symmetric pattern,
thus demonstrating quasi-periodic order.

Transport properties - Although the system shows long-range order as in the periodic case,
its transport properties are completely different. In order to study transport, we have proposed a
scheme (Sanchez-Palencia and Santos, 2005) which is now used in most experiments on transport
of ultracold atoms in disordered or quasi-disordered potentials (Clément et al., 2005; Fort et al.,
2005; Billy et al., 2008; Roati et al., 2008):
− One creates a Bose-Einstein condensate in a harmonic trap and in the presence of the quasi-

periodic potential.
− At time t = 0, one releases the trap, keeping the quasi-periodic potential on, which induces

the expansion (transport) of the condensate.

We thus demonstrated localization of the condensate in the quasi-periodic potential, i.e. the con-
densate expansion rapidly stops. This behavior strongly contrasts with the periodic case, which
shows ballistic expansion at large times with a reduced effective mass (see Inset of Fig. 2.6). It
also contrasts with the case of classical particles in quasi-periodic potentials, which shows dif-
fusive transport as demonstrated with cold atoms for the first time in the group of Gilbert Gryn-
berg (Guidoni, 1997; Guidoni, 1999).

Localization can be investigated more precisely by adjusting the laser intensity of two beams,
say lasers 1 and 4 on Fig. 2.5a, thus interpolating from periodic (for zero intensity of lasers 1
and 4) to fully quasi-periodic (for full intensity of lasers 1 and 4) potential. This is a wonderful
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Figure 2.6 | Crossover from ballistic ex-
pansion to localization of a Bose-Einstein
condensate in a quasi-periodic optical lat-
tice. The figure shows numerical results for
the expansion velocity along direction x (see
Fig. 2.5a) as a function of quasi-disorder (∆),
with (red squares) and without (blue circles)
repulsive interactions. The inset shows the
expansion as a function of time in periodic
and quasi-periodic lattices [from (Sanchez-
Palencia and Santos, 2005)].

possibility of ultracold atoms, without a counterpart in condensed-matter physics. Numerical
integration of the time-dependent Gross-Pitaevskii equation (Pitaevskii and Stringari, 2003):

i~
∂ψ(r)

∂t
=

[
−~2∇2

2m
+V (r)+g|ψ(r)|2

]
ψ(r), (2.7)

shows a crossover from ballistic expansion (〈x2〉 ' v2
xt2) to localization when turning from peri-

odic to quasi-periodic potentials (see Fig. 2.6). It should be noted that the crossover occurs when
the quasi-periodic parameter ∆ –defined as the variance of the differences of energies in adjacent
sites– equals the tunneling rate J (Sanchez-Palencia and Santos, 2005). This result generalizes
to two dimensions the work of Aubry and André (1980), which demonstrates the existence of a
metal-insulator transition in one-dimensional quasi-periodic lattices. It opens the route to the ex-
tension of the work reported by the group of Massimo Inguscio in one-dimensional quasi-periodic
lattices (Roati et al., 2008) to higher dimensions10.

These results also show a non-trivial effect of interactions. For a weak quasi-periodic com-
ponent, repulsive interactions tend to increase the velocity of the ballistic expansion, as could
be intuited. For a larger quasi-periodic component however, they decrease the expansion veloc-
ity. This is due to non-linear self-trapping, which has been identified in the context of periodic
lattices (Trombettoni and Smerzi, 2001; Anker et al., 2005). Stated in simple words, the initial
trapping potential induces inhomogeneous on-site energy shifts which results in inhomogeneous
density and thus inhomogeneous interaction energy in the different lattice sites. When the trap is
released abruptly, the interaction energy shifts make tunneling to be off resonance, thus impeding
transport.

10Note that for the parameters used in our work, the tunneling rate J is much smaller than the lattice amplitude.
Hence, the crossover to localization (∆ ' J) occurs in a regime where the potential can be described as a peri-
odic potential, slightly perturbed with quasi-periodic on-site energy shifts, pretty much like in the experiments at
LENS (Roati et al., 2008). In contrast, with equal intensity of all five lasers, the potential is completely different from
a periodic potential (see Fig. 2.5b).
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2.2.2 Suppression of transport of a Bose-Einstein condensate in a one-
dimensional disordered potential

� see paper reprinted on page 63

In collaboration with Georgy V. Shlyapnikov and with the experiments performed in the group
of Philippe Bouyer and Alain Aspect at Institut d’Optique, we have theoretically investigated the
transport of a Bose-Einstein condensate in a disordered potential (Clément et al., 2005), pretty
much like in the previous section11. The idea here is the same as before: We create an interacting
condensate with strong meanfield interactions (Thomas-Fermi regime) in a harmonic trap and in
the presence of disorder. Then, at time t = 0, we release the trap and let the condensate expand in
the disordered potential12. There are however two crucial differences. First, we now work with
one-dimensional systems, since localization effects are expected to be at their strongest. Second,
we use a truly disordered potential, created from laser speckle (see Box 1).

Using numerical integration of the one-dimensional Gross-Pitaevskii equation (2.7), we have
demonstrated localization (i.e. suppression of transport) of the condensate in a regime where
the amplitude of the disordered potential is smaller than the expansion energy per particle of
the condensate, i.e. typically its chemical potential (see Fig. 2.7a). These results are in good
qualitative and quantitative agreement with experimental observations (Clément et al., 2005;
Fort et al., 2005). They clearly demonstrate localization, in strong contrast with ballistic ex-
pansion (with a reduced effective mass) obtained for periodic potentials with similar amplitude
and period (Sanchez-Palencia et al., 2008).

Figure 2.7 | Localization of an interacting Bose-Einstein condensate in one-dimensional disorder.
a) Time-evolution of the rms-size of the condensate for several values of the amplitude VR. The (black)
dashed line is the theoretical prediction of the scaling theory with a vanishing disordered potential (Ka-
gan et al., 1996; Castin and Dum, 1996). Here, we have used σR = 0.012LTF and ξin = 5.7× 10−4LTF.
b) Density profile of the localized condensate after an expansion time of τ = 10/ω for VR = 0.2µ (solid red
line). The corresponding non-disordered Thomas-Fermi profile (dashed green lines) and the disordered
potential normalized so as to be homogeneous to a density (V/g; dotted blue line) are also shown [from
(Sanchez-Palencia et al., 2008)].

11Similar experiments were performed at the same time in the group of Massimo Insgucio at LENS, showing
similar results (Fort et al., 2005).

12In the experiment, the configuration is not exactly one-dimensional because the condensate radial size slightly
exceeds the length of the radial harmonic oscillator. However, the disordered potential is really one-dimensional as
the speckle grains are strongly anisotropic with a radial size much larger than the condensate width.
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Box 1 | Creating controlled disordered potentials.

In atomic gases, disorder can be created in a controlled way. For instance, the so-called
speckle potentials are formed as follows (Goodman, 2007). A coherent laser beam is
diffracted through a ground-glass plate and focused by a converging lens (Box 1 Fig. 1a).
The ground-glass plate transmits the laser light without altering the intensity, but imprint-
ing a random phase profile on the emerging light. Then, the complex electric field E(r)
on the focal plane results from the coherent superposition of many independent waves with
equally-distributed random phases, and is thus a Gaussian random process. In such a light
field, atoms with a resonance slightly detuned with respect to the laser light experience a
disordered potential V (r) which, up to a shift introduced to ensure that the statistical aver-
age 〈V 〉 of V (r) vanishes, is proportional to the light intensity, V (r) ∝ ±(|E(r)|2−〈|E |2〉),
an example of which in shown in Box 1 Fig. 1b. Hence, the laws of optics allows us to pre-
cisely determine all statistical properties of speckle potentials. First, although the electric field
E(r) is a complex Gaussian random process, the disordered potential V (r) is not Gaussian it-
self, and its single-point probability distribution is a truncated, exponential decaying function,
P(V (r)) = e−1|VR|−1 exp(−V (r)/VR)Θ(V (r)/VR +1), where

√
〈V 2〉 = |VR| is the disorder

amplitude and Θ is the Heaviside function. Both modulus and sign of VR can be controlled
experimentally (Clément et al., 2006): The modulus is proportional to the incident laser inten-
sity while the sign is determined by the detuning of the laser relative to the atomic resonance
(VR is positive for ‘blue-detuned’ laser light (Clément et al., 2005; Clément et al., 2006;
Clément et al., 2008; Billy et al., 2008), and negative for ‘red-detuned’ laser light (Lye et al.,
2005; Fort et al., 2005; Chen et al., 2008)). Second, the two-point correlation function of the
disordered potential, C2(r) = 〈V (r)V (0)〉, is determined by the overall shape of the ground-
glass plate but not by the details of its asperities (Goodman, 2007). It is thus also controllable
experimentally (Clément et al., 2006). There is however a fundamental constraint: Since
speckle potentials result from interference between light waves of wavelength λL coming
from a finite-size aperture of angular width 2α (Box 1 Fig. 1a) they do not contain Fourier
components beyond a value 2kc, where kc = (2π/λL)sin(α). In other words, C2(2k) = 0 for
|k|> kc.
Speckle potentials can be used directly to investigate the transport of matter-waves in disor-
dered potentials (Lye et al., 2005; Clément et al., 2005; Fort et al., 2005; Schulte et al., 2005).
They can also be superimposed to deep optical lattices (White et al., 2009).

Box 1 Figure 1 | Optical speckle potentials. a) Optical configuration. b) Two-dimensional representa-
tion of a speckle potential [from (Sanchez-Palencia and Lewenstein, 2010)].
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We have however shown that, in the considered regime, the presence of repulsive atom-atom
interactions in the expanding condensate strongly changes the scenario envisioned by Anderson,
in which interference of many quantum paths plays a major role. A first indication of this is that
our numerically-calculated density profiles do not show exponentially decaying tails, characteris-
tic of Anderson localization (see Fig. 2.7b). We have elaborated a completely different scenario
of disordered-induced localization (Sanchez-Palencia et al., 2008) in which strong disorder and
interactions play a central role. In this, the subtle interference of quantum paths that spark An-
derson localization (see Sec. 2.1) is completely destroyed. In brief, one must distinguish two
spatial regions in the (first expanding and then localized) condensate. The two have very different
densities, and thus behave drastically differently in the presence of meanfield interactions:

− In the central region, the initial density and thus the meanfield interaction are large13.
In the Thomas-Fermi regime, relevant to the experiments of 2005 (Clément et al., 2005;
Fort et al., 2005), the initial density profile follows the modulations of the disordered po-
tential: n(z) = [µ−V (z)]/g1D. Due to the initial expansion of the condensate, the density
slowly lowers and the dynamics can be regarded as quasi-static, so that the density profile
still follows the modulations of the disordered potential but with a (slowly decreasing) ef-
fective chemical potential: n(z) ' [µeff−V (z)]/g1D. Then, the condensate fragments when
the effective chemical potential µeff becomes smaller than the amplitude of two peaks in the
speckle potential. This has two consequences. First, it results in the halt of the expansion
of the central part of the condensate. Second, the central part of the condensate becomes
stationary. From this idea, one can extract an analytical estimate of the averaged density of
the central part of the fragmented condensate, yielding:

nc '
1

0.75

(
VR

g1D

)
ln
[

0.30LTF

2σR

]
(2.8)

for nc < 11µ/12g1D corresponding to the initial average density. This approximate for-
mula is characteristic of the above scenario. It is confirmed by the analysis of our nu-
merical calculations as shown in Fig. 2.8 (Sanchez-Palencia et al., 2008) and experimental
data (Clément et al., 2006).

− In the tails of condensate, the situation is completely different, because interactions are
negligible owing to a much lower density. Hence the density profile in the tails of the
condensate does not follow the modulations of the disordered potential and is not stationary,
i.e. it shows strong temporal fluctuations (Sanchez-Palencia et al., 2008). Then, the halt of
the expansion in the tails of the condensate results from quasi-total reflections from large
peaks of the disordered potential. This is signaled by the density profiles plotted in Fig. 2.7b,
which shows sharp drops of the density (e.g. at positions z ' −7LTF and z ' −3.5LTF).
Note that significant drops correspond either (i) to modulations of the disordered potential
larger than the initial chemical potential µ (classical reflections; e.g. at z'−7LTF) or (ii) to
concentrations of weaker barriers (quantum reflections; e.g. at z'−3.5LTF).

It results that the localization process relevant to the experiments of 2005 (Clément et al.,
2005; Fort et al., 2005) does not involve interference of many multiply-scattered wavepackets

13The experiments of 2005 at Institut d’Optique and LENS are performed in the same regime. Interactions are
initially strong, so that the condensate is in the Thomas-Fermi regime, i.e. VR < µ and ξin� σR [VR/µ . 0.7, ξin '
0.11µm and σR ' 1.7µm in the experiment at Institut d’Optique (Clément et al., 2005)].
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Figure 2.8 | Disorder-induced localization.
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densate versus the amplitude of the disordered
potential VR for different values of the correlation
length σR. The points correspond to numerical
calculations and the lines to the analytic esti-
mate (2.8). The horizontal (red online) line cor-
responds to the saturation limit nc = 11µ/12g1D

[from (Sanchez-Palencia et al., 2008)].

from the disorder, neither in the center nor in the tails of the condensate. Whether this effect
should be called ”Anderson localization” or not is a matter of taste as it depends on the definition
adopted for Anderson localization14. Our point of view is that Anderson localization in its most
appealing form results from interference of waves, for which single-scattering from the disor-
dered potential is weak. In particular, it requires a smooth (exponential) decay in the tails of the
wavefunction, which is not the case here. We thus do not call this effect Anderson localization,
but rather disorder-induced localization.

2.3 Single-particle Anderson localization in disordered po-
tentials created from speckle patterns

The experiments performed in 2005 at Institut d’Optique and LENS on the expansion of inter-
acting Bose-Einstein condensates in speckle potentials were quite disappointing and at that time,
most people in the community were very pessimistic about the possibility of observing Anderson
localization with ultracold atoms, at least in speckle potentials. An important difficulty is that
speckle potentials support large peaks (in blue-detuned speckles) or large wells (in red-detuned
speckles), which can induce strong single-scattering as in the disorder-induced localization ef-
fect observed in 2005 (Sanchez-Palencia et al., 2008). Important efforts were then devoted to
design other kinds of potentials, in particular ones that are bounded in order to avoid strong
single-scattering, and which may be better suited to observe Anderson localization. Particularly
interesting routes that were put forward are (i) use of polychromatic quasi-periodic potentials,
which mimic disorder in finite-size samples (Schulte et al., 2005), and (ii) use of impurity atoms
realized with a second atomic species trapped at random positions of a deep optical lattice, thus
realizing very short-range correlated potentials (Gavish and Castin, 2005; Paredes et al., 2005).

In spite of these difficulties, we decided to go ahead with speckle potentials. This was mo-
tivated by a couple of ideas. First, clear observation of Anderson localization in the form of
exponential tails requires very weak disordered potentials in any model of disorder. Large peaks
in speckle potentials will thus be suppressed anyway in interesting regimes. Second, a major
feature of Anderson localization is that it is a universal phenomenon. Therefore, what might be
observed with peculiar models of disorder should be observable with speckle potentials. Last but

14We had discussions with many specialists of disorder at that time. Although there were not so much debates
about our interpretation, the relevance of the term ”Anderson localization” in this context has been discussed, without
reaching consensual agreement.
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not least, speckle potentials are truly disordered potentials and they are very accurately controlled
in ultracold atomic systems [see (Clément et al., 2006) and Box 1, page 43]. Hence, should
Anderson localization be observed in speckle potentials, it would open unprecedented routes to
investigate many effects with full control of the disordered potential, for instance, effects of sta-
tistical correlations in the disorder, of atom-atom interactions, or even magnetism in disordered
systems (Sanchez-Palencia and Lewenstein, 2010).

In collaboration with Georgy V. Shlyapnikov, we pursued this challenge and eventually came
up with a proposal to observe Anderson localization with Bose-Einstein condensates expanding
in one-dimensional speckle potentials (Sanchez-Palencia et al., 2007). As we will see in the next
paragraphs, our proposal not only paved the way to the first experimental observation of Anderson
localization of a matterwave15 (Billy et al., 2008), but also raised interesting questions and opened
new perspectives.

2.3.1 Single-particle localization emerges from the expansion of inter-
acting Bose-Einstein condensates

� see paper reprinted on page 67

The starting point of our work is a very simple idea: In order to avoid strong reflections by
the grains of the speckle potential, on should (i) lower the amplitude of the disordered potential
(mainly to avoid classical reflections), and (ii) decrease the width of the speckle grains, i.e. de-
crease the correlation length (mainly to avoid quantum reflections). In order to understand what
should then be expected from an expansion experiment as that of 2005, we have developed the
model depicted in Fig. 2.9 (Sanchez-Palencia et al., 2007):

− The condensate is first prepared in a harmonic trap (at t < 0). Then, it is abruptly released
from the trap at t = 0 in the presence of the disordered potential16. In a first stage and for
weak-enough disorder, interactions dominate the initial expansion and the disorder plays
a marginal role. Then, the interaction energy is rapidly converted into kinetic (expansion)
energy. For long-enough times (t & 1/ω, where ω is the frequency of the initial trap), the
momentum distribution D(k) becomes stationary. The latter can be calculated explicitly
from the scaling theory of expansion (Kagan et al., 1996; Castin and Dum, 1996), which
is valid for a condensate initially in the Thomas-Fermi regime as considered here. One
finds D(k) ∝ 1− (kξin)

2, where ξin = ~/
√

4mµ is the healing length of the initially trapped
condensate17. A feature which turns out to be crucial in the following is that D(k) drops to
zero at the finite momentum, kmax = ξ−1

in . The condensate can be described as a coherent
superposition of plane waves eikz, which are almost non-interacting when the density has
significantly dropped (i.e. for t� 1/ω):

ψ(z, t) =
∫ dk√

2π
ψ̂(k, t) eikz, (2.9)

15Localization of a non-interacting Bose-Einstein condensate in a bi-chromatic lattice was observed at the same
time in the group of Massimo Inguscio at LENS (Roati et al., 2008).

16The condensate can be prepared either in the presence or in the absence of disorder. We have checked numerically
that, for weak-enough amplitudes of the disordered potential, switching on the disorder on when the condensate is
released from the trap, or already in the preparation stage does not affect significantly the subsequent dynamics.

17In this work, we use a definition of the healing length that differs by a factor of
√

2 from the usual definition. It
allows us to significantly simplify the formulas below.
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Figure 2.9 | Scheme used to evidence single-
particle localization from expanding condensates.
a) The condensate is initially prepared at equilibrium
in a harmonic trap (possibly in the presence of weak
disorder). We assume that, initially the meanfield inter-
actions are strong, i.e. µ� VR,~ω. b) The trap is then
abruptly switched off at time t = 0 and the condensate
starts to expand. The initial interaction energy is con-
verted into kinetic (i.e. expanding) energy in the typical
time t0 ∼ 1/ω. c) When the density has sufficiently
dropped that the interaction energy become negligi-
ble, the condensate can be described as a superpo-
sition of independent (non-interacting) waves. Each of
these waves interacts with the disordered potential and
eventually localizes. The condensate wavefunction is
thus the superposition of all the corresponding localized
waves.

where |ψ̂(k, t)|2 = D(k).

− In the second stage, the disorder starts to play a significant role as it now dominates over
the interactions. As a result, each plane wave localizes in the sense of Anderson, so that

eikz→ φk(z), (2.10)

where φk(z) is a localized wave of energy18 Ek = ~2k2/2m, characterized by exponential
localization. At short distance (|z| < Lloc), the exponential localization is characterized by
ln(|φk(z)|)∼−|z|/Lloc(k), while at larger distance (not considered in the following) the ex-
ponential decay rate is a factor of 4 smaller (Piraud et al., 2011). The localization behavior
of a wave is actually more complicated Once all waves are localized, the expansion of the
condensate stops and the density profile of the localized condensate is determined by the
superposition of all localized states, each with its own localization length, and weighted
by
√

D(k). Most importantly, we recall that the localization length Lloc(k) depends on the
energy (or equivalently on the k-parameter) of the considered wave. Since we are working
with weak disorder, the localization length can be calculated using the phase-formalism ap-
proach (see Sec. 2.1.2), which provides an analytical formula for the Lyapunov exponent
(i.e. the inverse localization length). To lowest order and for a speckle potential created with
a square aperture (see Box 1, page 43), we find:

γ(k)≡ Lloc(k) =
πm2V 2

R σR(1− kσR)

2~4k2 Θ(1− kσR) (2.11)

where Θ is the Heaviside step function. This formula is particularly interesting because it
evidences a very peculiar property of one-dimensional speckle potentials: the existence of

18Localized states are solely defined by their energy E. It is however worth referring to the parameter k =
√

2mE/~
–which corresponds to the wave vector in the absence of disorder– as it naturally appears in the expansion stage
[Eq. (2.9)] as well as in the microscopic approaches of Anderson localization (see Sec. 2.1.2).



48 Laurent Sanchez-Palencia

an effective mobility edge at kc ≡ 1/σR (Sanchez-Palencia et al., 2007). In speckle poten-
tials, long-range correlations induce a sharp crossover at k = kc ≡ 1/σR where the local-
ization length jumps to very high values19. Then, the behavior of Anderson localization is
very different below and above the effective mobility edge. In practice, while the waves
with k < kc are Anderson localized with a localization length reasonably small, those with
k > kc have much longer localization lengths and thus escape to distances much larger than
the system size.

What are then the features of localization of the condensate ? The halt of the expansion is a first
evidence of Anderson localization but it is not a sufficient proof since, for instance, it is not qual-
itatively different from the experiments of 2005 (Clément et al., 2005; Fort et al., 2005). It is thus
crucial to determine the profile of the localized condensate. To do so, we just need to use the model
outlined above: The initial expansion of the condensate driven by the interactions has populated
momenta with a weight D(k), and the subsequent interaction with the disorder has localized each
k-wave as φk(z). The condensate wavefunction is thus ψ(z, t) =

∫
dk
√

D(k) e−iθk e−iEkt/~ φk(z),
where θk is determined by the initial expansion of the condensate and microscopic details of the
disordered potential. Since the phase of all waves evolve at very different frequencies and consid-
ering that the θk are random, all coherence terms vanish when averaging over time and disorder.
The condensate density, n0(z) = |ψ(z, t)|2, thus reduces to

n0(z)'
∫

dk D(k)〈|φk(z)|2〉. (2.12)

In order to evaluate this integral, we have to remember that both D(k) and 〈|φk(z)|2〉 have high-
momentum cut-offs. Indeed, D(k) = 0 for k > kmax, and, according to the theory of localization
to lowest order [see Eq. (2.11)], γ(k) = 0 so that 〈|φk(z)|2〉 = 0 for k > kc. It turns out that
the localization of the condensate is very different depending on whether kmax < kc or kmax >
kc (Sanchez-Palencia et al., 2007):

− For kmax < kc (i.e. for ξin > σR), all k-waves created by the initial expansion process are
strongly localized with a Lyapunov exponent larger than γ(kmax), since γ(k) decreases with
k [see Eq. (2.11)]. Then, the localization of the condensate is dominated at large distances
by the longest localization lengths (i.e. the smallest Lyapunov exponents), and performing
the integral in Eq. (2.12), we find exponential localization of the condensate density profile,
with localization length

LBEC = Lloc(1/ξin). (2.13)

In other words, the localization length of the condensate is that of a non-interacting particle
of momentum k = 1/ξin.

− For kmax > kc (i.e. for ξin < σR), a part of the k-waves (those with kc < k < kmax) do not
significantly localize and extend over distances much larger than the system size. In turn,
the k-waves that localize (those with k < kc) are exponentially localized, but with no lower

19General theorems state that all states are localized in one-dimensional disorder (see Sec. 2.1.2), irrespective to the
particle energy. We have checked numerically that the Lyapunov exponent drops by one or two orders of magnitude
in one-dimensional speckle potentials at the effective mobility edge (Sanchez-Palencia et al., 2007). More detailed
studies of effective mobility edges in one-dimensional speckle potentials are reported in (Gurevich and Kenneth,
2009; Lugan et al., 2009) and in Sec. 2.3.3.
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Figure 2.10 | Anderson localization of expanding Bose-Einstein condensates in one-dimensional
speckle potentials. a) Exponential localization regime: Lyapunov exponent of the condensate as a
function of the ratio σR/ξin for a fixed ratio VR/µ = 0.10, where µ = ~2/4mξ2

in is the chemical potential
of the initially trapped condensate. The red solid line corresponds to the analytical prediction [Eqs. (2.11)
and (2.13)] and the blue points to fits of exponential functions to the tails of localized profiles calculated
numerically b) Algebraic localization regime: Exponent of the algebraic decay obtained from numerical
calculations as a function of the ratio σR/ξin for VR/µ = 0.05 [from (Sanchez-Palencia et al., 2007)].

bound on the Lyapunov exponents [mink (γ(k)) = γ(kc) = 0]. As a result, when integrating
Eq. (2.12), we do not find exponential but algebraic localization:

n(z) ∝ 1/|z|2. (2.14)

The exponent β = 2 is characteristic of the linear drop of γ(k) when k approaches kc from
below. This result was quite unexpected. It shows that Anderson localization of expanding
Bose-Einstein condensates should not be searched for only in the form of exponential decay
of the tails.

In order to validate our analytical calculations, we have performed numerical calculations
within the meanfield Gross-Pitaevskii approach. They confirm our predictions, not only qualita-
tively but also quantitatively, in both exponential (kmax < kc) and algebraic (kmax > kc) localization
regimes, as shown in Fig. 2.10. Further analytical work and numerical calculations including the
initial density profile and the spectral broadening induced by the disorder show a more compli-
cated behavior, which we do not discuss here (Piraud et al., 2011).

At this point, it is worth commenting a couple of points:

• What does exponential localization of the expanding condensate reveal ?
Here, the key equation is Eq. (2.13), which shows that the localization length of the initially
interacting condensate equals that of a non-interacting particle with the momentum k equal
to the typical momentum of the expanding condensate, kmax = ξ−1

in . Thus, this schemes
allows for a direct measurement of localization length of non-interacting particles.

• A central conclusion of the pioneer works of 2005 (Clément et al., 2005; Fort et al., 2005)
is that one should get rid of interactions to observe Anderson localization with expanding
condensates. In the present scheme, interactions play an important role, as they determine
the momentum distribution D(k), in particular the value of kmax. Should one really get rid
of interactions ?
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Paradoxically, it turns out that interactions strong enough that the condensate is initially in
the Thomas-Fermi regime help observation of Anderson localization ! Indeed, the shape of
the localized density profile is related to the momentum distribution, as Eq. (2.12) shows.
Exponential localization crucially depends on the fact that the momentum distribution has
a finite support. If one completely cancels the interactions (for instance using Feshbach
resonance techniques), the momentum distribution of the expanding condensate would be
a Gaussian (Basdevant and Dalibard, 2002), and the localized condensate can deviate from
exponential localization20. In our scheme, the initial interactions actually control the value
of the momentum at which we probe single-particle localization: k = ξ−1

in . Hence control
of the initial chemical potential µ = ~2/4mξ2

in –via the coupling constant g or the density–
allows to probe single-particle localization as a function of k, i.e. as a function of the energy.

• What does algebraic localization reveal ?
It is worth stressing that algebraic localization of the condensate is not in contradiction with
the theorems that non-interacting particles are all exponentially localized (Gertsenshtein
and Vasil’ev, 1959; Mott and Twose, 1961; Borland, 1963; Beresinskii, 1974; Efetov, 1983).
First, algebraic decay is expected at intermediate distances, that is at distances such that
Lloc(k < kc) � |z| � Lloc(k > kc). In usual disordered potentials, such a region does
not exist because the localization behaves smoothly as a function of k. Conversely, it does
exist for speckle potentials because of the existence of an effective mobility edge at k =
kc (see above). Second, algebraic decay results from the sum of functions which are all
exponentially localized, although with no lower bound for the Lyapunov exponent.

2.3.2 Experimental observation of Anderson localization in a one-dimen-
sional speckle potential

� see paper reprinted on page 73

These results paved the way to a world-première: the first direct experimental observation of
Anderson localization of matterwaves in the group of Philippe Bouyer and Alain Aspect at Institut
d’Optique15 (Billy et al., 2008). The experiment is performed pretty much like in our proposal.
An interacting Bose-Einstein condensate of 1.7× 104 to 1.7× 105 87Rb atoms is prepared in
an elongated trap of frequencies ω⊥ = 2π× 70Hz and ωz = 2π× 5.4Hz and in the presence of
a speckle potential. The speckle potential is effectively one-dimensional: It is made of very
anisotropic light grains, which are ellipsoids of radial sizes 97µm and 10µm much larger than the
condensate radial size of about 3µm. In turn, the longitudinal size of the grains is very small,
about πσR = 0.82µm. At time t = 0, the speckle potential and the radial trap are maintained while
the longitudinal trap is switched off. This produces a disordered one-dimensional guide along
which the condensate expands, and eventually localizes (see Fig. 2.11).

Before turning to the discussion of the experimental results, it is worth stressing that there is
an important difference compared to our model. With the above experimental values, the initial
condensate is not one-dimensional, i.e. the radial profile does not coincide with the ground state
of the radial trap. Indeed, the three-dimensional Thomas-Fermi chemical potential21 ranges from

20For instance, with uncorrelated potentials, one can expect n(z)∼ exp
(
−
√
|z|
)

.

21In the Thomas-Fermi regime, the chemical potential reads µ(3D)
TF = ~ω

2

(
15Nasc

σ

)2/5
, where N is the number of
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Figure 2.11 | Experimental observation of Anderson localization of matterwaves. a) An interacting
condensate expands in a one-dimensional guide (red) in the presence of a speckle potential (blue). The
expansion stops in less than 500ms and the density profile of the condensate is directly imaged [orange-
green; from the data of (Billy et al., 2008)]. b) The column density, plotted in semi-logarithmic scale, shows a
clear exponential decay –characteristic of Anderson localization– for kmaxσR < 1. c) The localization length
Lloc, extracted by fitting a linear function −2|z|/Lloc to the tails of the logarithm of the density, shows a good
agreement with theoretical calculations (Sanchez-Palencia et al., 2007) [from (Bouyer et al., 2008)].

2π~× 200Hz for 1.7× 104 atoms and 2π~× 500Hz for 1.7× 105 atoms which exceeds ~ω⊥.
Therefore, the proposed scenario must be adapted –but actually not much– in the initial expan-
sion stage, where the disorder can be ignored. When the longitudinal trap is switched off, the
condensate expands along the guide. Since the radial trap is maintained, the radial profile only
changes due to the decrease of the density. The longitudinal expansion thus slaves the radial dy-
namics, with a typical time 1/ωz. Hence, when the density decreases, the radial profile in a slice
of length dz centered at position z adiabatically follows that of a two-dimensional condensate of
n1Ddz atoms22 at equilibrium in a harmonic trap of frequency ω⊥, thus turning from inverted
parabola (for n1Dasc� 1) to Gaussian (for n1Dasc� 1) when the one-dimensional density low-
ers. In other words, the condensate turns from a three-dimensional Thomas-Fermi profile to a
one-dimensional expanding gas with a radial wavefunction frozen in the radial ground state, once
the one-dimensional density has dropped below a−1

sc . With Ben Hambrecht, we have checked
numerically the validity of this scenario for experimentally-relevant parameters, confirming in
particular that the guided expansion does not significantly excite radial modes. We have also
found that for weak-enough interactions (as in the experiment), the one-dimensional momentum
distribution is still compatible with an inverted parabola with kmax '

√
4mµ(3D)

TF /~. This has also
been checked in the experiment by measuring directly the momentum distribution of the expand-
ing condensate in the absence of disorder. We can thus safely rely to the initial one-dimensional
model, using the correct value for kmax.

atoms, asc = mg/4π~2 is the scattering length (asc ' 5.1×10−9m for 87Rb atoms), ω = (ωxωyωz)
1/3 is the geomet-

rical average of the trap frequencies, and σ =
√

~/mω (Pitaevskii and Stringari, 2003).
22Here, n1D =

∫
dρ⊥ n(ρ⊥,z) is the one-dimensional density.
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What is then the experimental verdict ? The experiment performed at Institut d’Optique is
described in details in the Ph-D thesis of Juliette Billy (Billy, 2010). Here, we only report and
comment the main results.

− For kmaxσR ' 0.65 < 1, the condensate stops expanding in a fraction of a second. Di-
rect imaging of the localized density profile shows clear exponentially decaying tails (see
Fig. 2.11b), ln[n(z)]∼−2|z|/Lloc, which have been shown to be stationary over more than 2
seconds (Billy et al., 2008). This is the direct signature of Anderson localization. Even more
interesting, the density profiles are good-enough to directly extract the localization lengths
from simple linear fits to the tails of the profiles plotted in semi-logarithmic scale. The lo-
calization length Lloc plotted as a function of the amplitude of disorder, VR (see Fig. 2.11c)
shows quite a good agreement with our prediction (Sanchez-Palencia et al., 2007):

Lloc =
2~4k2

max
πm2V 2

R σR(1− kmaxσR)
. (2.15)

In the first experiment (Billy et al., 2008) [light blue diamonds in Fig. 2.11c], there is
however a non-negligible discrepancy. For the smallest values of VR, the discrepancy was
due to a limited width of the speckle potential, thus making the largest measured values
of Lloc questionable. Using a wider speckle potential, the agreement with the analytical
predictions is much better (Bouyer et al., 2008) [dark blue squares in Fig. 2.11c]. For the
largest values of VR (VR/h > 40Hz), a discrepancy still remains. In this case, the localization
lengths are the smallest and the hypothesis on small-distance behavior is questionable. As
detailed in (Piraud et al., 2011), localization lengths measured to be larger that Lloc(1/ξin)
may be a signature of the cross-over from short-distance to long-distance behavior.

− For kmaxσR ' 1.15 > 1, the condensate also stops expanding, but it turns out that the tails
of the localized profile no longer decay exponentially, but rather as a power-low, n(z) ∼
1/|z|β. The precision of the experimental data is good enough to indeed clearly distinguish
between exponential decay and algebraic decay (see Fig. 2.12). Again, the exponent β
can be extracted from linear fits to the tails of the profile, but now in log-log scale. This
confirms our prediction of algebraic localization in this regime (Sanchez-Palencia et al.,
2007). The experimental fits provide β ' 1.95± 0.10, in excellent quantitative agreement
with our prediction, β = 2.

These results have attracted much attention. First, they are the first experimental direct obser-
vation of Anderson localization of a matter-wave, fifty years after the work of Anderson. Second,
the observation of algebraic localization in the regime kmaxσR > 1 constitutes the first evidence
of effective mobility edges in one-dimensional speckle potentials. In our view, even more impor-
tant is the fairly good agreement that was found between theoretical predictions and experimental
data. It proves that we can now trust the potential of experiments with ultracold atoms to real-
ize quantum simulators for more complicated situations. It thus paves the way to address many
outstanding challenges in the field of disordered systems, for instance (i) Anderson localization
of non-interacting particles in dimensions larger than one; (ii) interplay of interactions and local-
ization; (iii) effects of disorder on spin-exchange coupling in spin systems (see Conclusions and
perspectives).
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Figure 2.12 | Algebraic versus exponential regimes in a one-dimensional speckle potential. Log-
log (main figures) and semi-log (insets) plots of the density profiles showing the difference between the
algebraic (kmaxσR > 1) and the exponential (kmaxσR < 1) regimes. a) Density profile for VR/µ = 0.15 and
kmaxσR = 1.16±0.14. The fit to the tails with a power law decay 1/|z|β yields β' 1.95±0.10. The same
data, plotted in semi-log scale in the inset, confirm the non-exponential decay. b) For comparison, similar
set of plots in the exponential regime with the same VR/µ but with kmaxσR = 0.65±0.09. It confirms that a
non-algebraic but exponential decay in the tails [from (Billy et al., 2008)].

2.3.3 Effective mobility edges in one-dimensional speckle potentials

� see paper reprinted on page 77

As shown above, Bose-Einstein condensates released from a harmonic trap into quasi-periodic or
fully disordered potentials offer a fantastic tool to investigate the physics of localization (Sanchez-
Palencia and Santos, 2005; Sanchez-Palencia et al., 2007). It allows one to demonstrate fun-
damental phenomena. So far, the most important of which is the direct observation of one-
dimensional Anderson localization for the first time with a matter-wave (Billy et al., 2008). It
may be naively believed that Anderson localization in one dimension is fairly well understood
and that there is little point in reappraising them. It is not so in the field of ultracold atoms for two
reasons. First, quantitative investigations are possible thanks to the good control of parameters,
and details that are ignored in universal approaches to Anderson localization, such as the scal-
ing theory for instance, turn out to play crucial roles. Second, ultracold atom systems have their
own features, which are usually not accounted for in toy models of condensed-matter physics.
As discussed above, speckle potentials show particular localization properties, which fundamen-
tally differ from the mostly-considered uncorrelated disordered potentials. Such a property is the
existence of effective mobility edges, which are direct consequences of the finite support of the
power spectrum of speckle potentials. First evidence of effective mobility edges is the crossover
from exponential localization (for ξin > σR) to algebraic localization (for ξin < σR) in expanding
condensates (Sanchez-Palencia et al., 2007; Billy et al., 2008).

On the basis of the usual second-order perturbative expansion, one may conclude that particles
with k > σ−1

R do not localize (i.e. the Lyapunov exponent γ(k) = L−1
loc vanishes), and the question

to know whether one-dimensional speckle potentials have true mobility edges was raised. In view
of general theorems, based on fairly general assumptions (Molchanov, 1978; Carmona, 1982;
Leschke et al., 2003; Leschke et al., 2005; Figotin et al., 2007) and also of numerical evidence
that Lloc does not vanish but however shows a sharp step at k > kc = σ−1

R (Sanchez-Palencia et al.,
2007), it is definitely not the case. In contrast, the relevant question is to precisely understand
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how does the Lyapunov exponent γ(k) behave across the effective mobility edge.

Together with Pierre Lugan, we have addressed this question by calculating the Lyapunov ex-
ponent up to fourth perturbation order, in the framework of the phase-formalism, which is valid
for any kind of weak correlated one-dimensional disordered potentials (Lifshits et al., 1988). The
calculations are quite tedious but analytical expressions can be found (Lugan et al., 2009). Earlier
studies were restricted to disorder with symmetric probability distribution (Tessieri, 2002), which
do not apply to speckle potentials. Examples were exhibited, for which exponential localization
does occur even for k > kc. It was also concluded that for Gaussian disorder, there is a second
effective mobility edge at 2kc, while for non-Gaussian disorder, it is generally not so. However,
these results do not apply to speckle potentials whose probability distribution is asymmetric (see
Box 1, page 43). Moreover, although speckle potentials are not Gaussian, they derive from the
squared modulus of a Gaussian field, and the above conclusions must be re-examined (Gurevich
and Kenneth, 2009; Lugan et al., 2009). Hence, speckle potentials are not usual disordered poten-
tials. They actually form an original class of non-Gaussian disorder which nevertheless inherits
properties of an underlying Gaussian process.

Let us discuss the main features of Anderson localization in one-dimensional speckle poten-
tials23. We find that there exist several effective mobility edges at k(p)

c = pkc with p ∈ N, such
that Anderson localization in the successive intervals k(p−1)

c < k < k(p)
c results from scattering

processes of increasing order. Effective mobility edges are thus characterized by sharp crossovers
in the k-dependence of the Lyapunov exponent γ. This is illustrated in Fig. 2.13a, which shows the
Lyapunov exponent γ(k) as calculated up to order four for a usual speckle potential, as a function
of k and of the strength of disorder εR = 2mσ2

RVR/~2. For a fixed value of εR, we see that γ(k) de-
creases smoothly, except in the vicinity of k ' σ−1

R , where γ(k) suffers a sharp step24. Moreover,
we find that the step increases when the strength of the disorder εR decreases. These perturba-
tive calculations are in excellent agreement with exact numerical calculations, which have been
performed by Dominique Delande with an impressive precision (Lugan et al., 2009).

The fact that Anderson localization results from scattering processes of increasing order as k
increases can be understood from the property that the n-th order Lyapunov exponent is a func-
tion of the n-th order correlation function of the disordered potential. In a speckle potential, it
contributes up to k = bn/2ckc, where b . c represents the integer part. More precisely, we find
that γ(k) ∼ σ−1

R (εR/kσR)
2n for (n− 1)kc < k < nkc. Note that since speckle potentials are asym-

metric, odd terms do not vanish and they can actually have significant contributions (Lugan et al.,
2009). However, only the even terms affect the positions of the effective mobility edges, which
can be easily understood by reductio ad absurdum: If the odd term γ(2n+1)(k) would not vanish
for k > nkc, it would be the dominant term (since all lower-order terms do vanish for k > nkc).
This is not possible because γ(2n+1)(k) changes sign when VR changes sign, so that it would be
negative (and thus non physical) for either blue- or red-detuned speckles.

Let us finally re-examine more precisely the experimental results obtained with a Bose-Einstein
condensate expanding in a speckle potential. Due to limited spatial extension of the speckle po-
tential and finite resolution of the imaging system, the effective system half size was Lmax = 4mm,
which defines the maximum localization that can be measured. The behavior of the Lyapunov ex-
ponent obtained from fourth-order calculations for εR close to the experimental values of Fig 2.12

23More detailed calculations and discussions are reported in (Lugan et al., 2009) reprinted on page 77.
24One can also see a sharp step at k = 2σ−1

R but full description of it requires calculations up to sixth order, which
are not included in the figure.
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Figure 2.13 | Effective mobility edges in one-dimensional speckle potentials. a) Lyapunov exponent
calculated up to fourth order in the perturbation series for particles in one-dimensional speckle potentials
created with a square diffusive plate, versus the particle momentum ~k and the strength of disorder εR. The
solid blue lines correspond approximately to the extreme values used in the experiment at Institut d’Optique
(εR = 0.1 and εR = 0.02) [from (Lugan et al., 2009)]. b) Lyapunov exponent versus the particle momentum
for two fixed values of the strength of disorder (εR = 0.09 corresponding approximately to Fig. 2.12a, and
εR = 0.04 corresponding approximately to Fig. 2.12b). The vertical dashed lines correspond to the edge
of the momentum distributions of the expanding condensate and the horizontal dotted line to the maximum
visible localization length in the experiment of Institut d’Optique [from (Lugan, 2010)].

is plotted in Fig. 2.13b.

− For kmaxσR < 1 (Fig. 2.12b), we have εR ' 0.04 and kmaxσR = 0.65. We see in Fig. 2.13b
that the maximum localization length of the k-components in the expanding condensate is
less than Lmax. We thus expect to observe exponential localization of the condensate with a
localization length equal to Lloc(1/ξin), i.e. the longest localization length of the populated
states. This is indeed what is observed in Fig. 2.12b.

− For kmaxσR > 1 (Fig. 2.12a), we have εR ' 0.09 and kmaxσR = 1.15. In this case, we see in
Fig. 2.13b that Lmax lies in the sharp step associated to the effective mobility edge, which
is about one order of magnitude. This confirms that the contributions of all k-components
with k > kmax can be ignored, leading to algebraic localization as predicted by us Sanchez-
Palencia et al., 2007 and demonstrated experimentally (Billy et al., 2008). This is a first
evidence of the existence of effective mobility edges in speckle potentials. Direct proof
would however require to measure localization lengths across the effective mobility edge.
With the parameters of the experiment by Billy et al. (2008), this means increasing the
effective size of the system, Lmax, by at least one order of magnitude.
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We analyze the physics of Bose-Einstein condensates confined in two dimensional �2D� quasiperiodic
optical lattices, which offer an intermediate situation between ordered and disordered systems. First, we
analyze the time-of-flight interference pattern that reveals quasiperiodic long-range order. Second, we demon-
strate localization effects associated with quasidisorder as well as quasiperiodic Bloch oscillations associated
with the extended nature of the wave function of a Bose-Einstein condensate in an optical quasicrystal. In
addition, we discuss in detail the crossover between diffusive and localized regimes when the quasiperiodic
potential is switched on, as well as the effects of interactions.
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The last few years have witnessed a fastly growing inter-
est on ultracold atomic gases in laser-generated periodic po-
tentials �optical lattices �OLs��. These present neither defects
nor phonons, offering a powerful tool for investigating the
quantum behavior of periodic systems under unique control
possibilities. Thus, ultracold atoms trapped in OLs show fas-
cinating resemblances with solid-state physics, which range
from Bloch oscillations �1,2� and Wannier-Stark ladders �3�,
to Josephson arrays of Bose-Einstein condensates �BECs�
�4�, or to the superfluid to a Mott-insulator transition �5�.

These remarkable experiments have been performed in
regular cubic OLs. However, these lattices do not exhaust the
rich possibilities offered by optical potentials. More sophis-
ticated lattice geometries have been proposed, as honeycomb
�6� or Kagomé and triangular �7� lattices. Beyond, controlled
defects may be introduced to generate random or pseudoran-
dom potentials �8�, allowing for the realization of Kondo-like
physics �9�, Anderson localization, and Bose-Glass phases
�10�. Exploiting this possibility, laser speckle fields have
been employed very recently to produce BECs in random
potentials �11–13� opening very exciting experimental possi-
bilities.

Bridging between ordered and disordered structures, qua-
sicrystals �QC� have attracted a wide interest since their dis-
covery in 1984 �14�. QCs are long-range ordered materials
but without translational invariance, and consequently they
share properties with both ordered crystals and amorphous
solids �15�. In particular, QCs show intriguing structure �16�
as well as electronic conduction properties �17� at the border
between ordered and disordered systems.

Surprisingly, up to now, few works have been devoted to
optical analogues of QCs, despite of the fact that OLs offer
dramatic possibilities for designing a wide range of geom-
etries �18�. Optical QCs have been first studied in laser cool-
ing experiments �19�, in which the atomic gas, far from
quantum degeneracy, was confined in a dissipative OL where
quantum coherence was lost due to spontaneous emission. In
these systems, the temperature and spatial diffusion were
found to behave similarly as in periodic OLs. The physics of
one-dimensional �1D� quasiperiodic OLs has also been sub-
ject of recent research in the context of cold atomic gases,

including a proposal for the atom-optical realization of the
Harper model �20�, and the analysis of Fibonacci potentials
�21�.

In this paper, we study the dynamics of a BEC in a two-
dimensional �2D� optical QC. First, we show that the BEC
wave function displays quasiperiodic long-range order, a
property that may be easily probed via matter-wave interfer-
ometry. Second, we show that macroscopic quantum coher-
ence dramatically modifies the transport on the lattice com-
pared with the dissipative case. On the one hand, due to
quasidisorder in optical QC, spatial localization occurs, in
contrast to ballistic expansion in periodic lattices. The cross-
over between ballistic expansion and localization is analyzed
when the quasiperiodicity of the lattices is continuously in-
creased. On the other hand, we show that due to the extended
character of the BEC wave function, Bloch oscillations take
place. These oscillations are however quasiperiodic rather
than periodic. Additionally, we briefly discuss the effects of
the interatomic interactions in the BEC diffusion.

In the following we consider a dilute Bose gas trapped
in the combination of a smooth harmonic potential
Vho�r��= �M /2����

2 r��
2 +�z

2z2� plus an OL Vlatt�r���. In the pre-
vious expression, M is the atomic mass, � j are the harmonic
trap frequencies, and r��= �x ,y� is the position vector on the
lattice plane. We assume �z to be large enough to keep a 2D
physics on the xy plane. We consider a laser configuration
�19� consisting on Nb laser beams arranged on the xy plane
with Nb-fold symmetry rotation �Fig. 1�. The polarization �� j

of laser j with wave vector k� j is linear and makes an angle � j
with the xy plane. The optical potential is thus �22�

Vlatt�r��� =
V0

��
j

� j�2��
j=0

Nb

� j�� je
−i�k� j·r��+�j��2

, �1�

where 0�� j �1 stand for eventually different laser intensi-
ties and � j are the corresponding phases. In the following,
we are mostly interested in the fivefold symmetric configu-
ration �Nb=5 , � j =1�, similar to the Penrose tiling �23�,
which supports no translational invariance �see Fig. 1�. The
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lattice displays potential wells which are clearly not periodi-
cally arranged. We also consider the configuration obtained
by switching off lasers 1 and 4, which results in an aniso-
tropic periodic lattice.

(a) Equilibrium properties. The stationary BEC wave
function �0 is obtained from evolution in imaginary time of
the 2D Gross-Pitaevskii equation �GPE�

i	�t� = �− 	2�� 2/2M + Vho + Vlatt + g2D���2�� , �2�

where g2D=�8
	3�z /Masc, with asc the s-wave scattering
length. In order to elucidate the long-range order properties
of the BEC, we compute the momentum distribution of �0.
In the periodic case �Fig. 2�a��, as expected, the momentum
distribution displays discrete peaks corresponding to combi-
nations of elementary basis vectors of the reciprocal lattice,
n1��1+n2��2 with integer coefficients n1 and n2. As obtained in
previous experimental works �24,25�, this confirms the peri-
odic long-range order of �0. The quasiperiodic case �Fig.
2�b�� is more intriguing, resulting in a more complex struc-
ture. The momentum distribution also displays sharp peaks,
being the signature of a long-range order which is quasiperi-
odic rather than periodic �26�. As in the periodic case,
the positions of the peaks are linear combinations of
integer numbers of Nb=5 wave vectors: � j=0

Nb−1nj�� j, where
��0=k�1−k�0 and �� j =R�� j���0 is the wave vector obtained by a

rotation of angle � j =2
j /Nb of ��0. The reciprocal lattice
thus clearly shows a fivefold rotation symmetry incompatible
with any translation invariance �27�. This resembles the Pen-
rose tiling �23� and the solid state QCs observed via Bragg
diffraction �14�.

The discussed momentum distribution can be directly im-
aged via matter-wave interferometry after a time-of-flight
expansion �28�. Indeed, although the interactions are crucial
for determining local populations of each potential well, they
do not contribute significantly to the free BEC expansion
after release from the trap �24�. Such measurements, standard
in periodic OLs �24,25�, can be easily extended to quasiperi-
odic ones.

(b) Quantum transport. Certainly, not all physical proper-
ties of optical QCs can be directly interpolated from the be-
havior of periodic lattices. Indeed, solid QCs show intriguing
dynamical properties that are not yet completely understood
�15�. In the following, we investigate dynamical properties
of quasiperiodic lattices.

(b1) Coherent diffusion. Starting from the equilibrium
wave function �0, we consider the situation in which the
harmonic trap is switched off at t=0, letting the BEC evolve
in the OL. The BEC expansion is then computed using a
Crank-Nicholson algorithm for the real time-dependent GPE
�2�. Figure 3 �inset� shows the time evolution of 	x2
 and 	y2

of the interacting BEC along x and y, respectively. In the
periodic case, the condensate expands coherently as one ex-

FIG. 1. �Color online� Left: The Laser arrangement �see the text
for details�. Right: A quasiperiodic lattice potential for Nb=5,
V00 and � j =0. The white points correspond to potential minima.

FIG. 2. �Color online� The matter-wave interference pattern of a
BEC released from a combined OL and harmonic trap. �a� The
periodic case; �b� The quasiperiodic case. Both correspond to 87Rb
and V0=−10ER, where ER=	2k2 /2M is the recoil energy.

FIG. 3. �Color online� The crossover from ballistic to localiza-
tion regimes with �squares� and without �circles� interactions, for
V0=−7.5ER. Inset: Coherent diffusion in periodic and quasiperiodic
lattices for V0=−5ER. Fits to 	rj

2�t�
=rj0
2 +2Djt+v j

2t2 in the periodic
case are also shown.
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pects from tunnel couplings between adjacent lattice sites. In
order to infer a convenient fitting functional for the expan-
sion of the interacting BEC, let us recall that in free space for
large times 	rj

2�t�
�v j
2t2 with v j �1/M �28�. In periodic lat-

tices, the inertia is enhanced, and the expansion is expected
to be as in free space but substituting the atomic mass M by
an effective mass M*�M. We thus expect v j �1/M* and
M /M*�J where J is the site-to-site tunneling rate �29�. Nu-
merical computations for various depths of the lattice poten-
tial V0 show that v j

2 decreases exponentially with V0 as ex-
pected from the well-known exponential decay of J.
Anisotropic ballistic expansion of the BEC reflects the aniso-
tropy of our periodic lattice.

The behavior of the BEC in the quasiperiodic lattice is
dramatically different, since after a short transient the BEC
localizes �30� �inset of Fig. 3�. This behavior strongly con-
trasts with the results obtained in the context of laser cooling

where a similar classical normal expansion �	rj
2�t�
�2D̃jt�

was found for both periodic and quasiperiodic OLs �19�.
Here, spatial localization is a coherent effect induced by qua-
sidisorder due to the lack of periodicity. Indeed, the BEC
populates localized �Wannier-like� states centered on each
lattice site. In the periodic case these states have all the same
energy and are strongly coupled through quantum tunneling.
On the contrary, in the quasiperiodic lattice, the sites have
different energies. In particular, the typical difference of
depths of adjacent sites �denoted � below� can be of the
order of magnitude of �but smaller than� the potential depth.
The tunneling is not resonant and the BEC localizes.

The remarkable flexibility of OLs �18� allows for the ac-
curate study of the competition between tunneling and qua-
sidisorder. By ramping up gradually the intensity of lasers 1
and 4 while keeping constant 0, 2, and 3, one turns continu-
ously from an anisotropic periodic lattice to a fivefold sym-
metric quasiperiodic one, and hence from ballistic expansion
to spatial localization. For small intensity of the control la-
sers 1 and 4, the quasiperiodicity is mainly compositional
�the sites are still periodically displaced but the on-site ener-
gies are different from site to site�. We define the quasidis-
order � parameter as the variance of the differences of on-
site energies in adjacent sites. From the previous discussion
and to compare to the results of the nondegenerate case �19�
we fit

	rj
2�t�
 = 	rj0

2 
 + 2Djt + v j
2t2. �3�

In the considered range of parameters, all calculations fit
well with Eq. �3� with a negligible diffusive term 2Djt. We
characterize the expansion along the x direction through the
ballistic velocity v j. The behavior of vx versus the quasidis-
order parameter � is shown in Fig. 3 for the interacting BEC
and it is compared to the noninteracting case. For the latter,
we simultaneously switched off the interactions at t=0 �32�.
In both cases, as expected, coherent diffusion dramatically
decreases when quasidisorder increases. Spatial localization
occurs for ��Jx, with Jx the tunneling rate between adjacent
sites along the x direction �33�. This supports the interpreta-
tion that competition between coherent tunneling and inho-

mogeneities turns into localization as soon as tunneling be-
comes nonresonant.

To understand the effect of interactions that can help
���0.2Jx in Fig. 3� or hinder ���0.2Jx in Fig. 3� diffusion,
note first that two phenomena contribute to localization: �i�
initial inhomogeneities �due to disorder and harmonic con-
finement� that appear in the dynamics through the interaction
term g2D��0�2 �see Eq. �2�� and �ii� inhomogeneities associ-
ated to quasidisorder. Because of these inhomogeneities,
quantum tunneling is not resonant and thus less efficient.
However, during diffusion, the interaction energy is con-
verted into kinetic energy and this tends to fasten the expan-
sion. For small quasidisorder, the second phenomenon domi-
nates so that interactions contribute to expansion whereas for
larger quasidisorder, the inhomogenities significantly hinder
tunneling so that interactions contribute to localization. The
nontrivial interplay between disorder and interactions will be
the subject of further research.

(b2) Quasiperiodic Bloch oscillations. One of the most
appealing predictions of the quantum theory of solids �27� is
that homogeneous static forces induce oscillatory rather than
constant motion in periodic structures �34�. The correspond-
ing Bloch oscillations have already been observed in super-
lattice superconductors �35� and on cold atoms in OLs �1,2�.
It is a fundamental question whether such a phenomenon
also exists in less ordered systems like QCs. Arguments
based on general spectral properties of QCs �36� and numeri-
cal simulations of 1D Fibonacci lattices �37� support the ex-
istence of Bloch oscillations in quasiperiodic lattices. How-
ever, to the best of our knowledge, this effect has never been
observed experimentally. Using accelerated lattices �1,2� or
gravity �38� �we consider the latter�, this question can be
addressed experimentally in the discussed arrangement
�Fig. 1�. Starting from �0 we switched off the harmonic trap
and the interactions at time t=0 and tilt the quasiperiodic
lattice in the x direction �39�. The latter evolution of the
quantum gas is shown in the inset of Fig. 4. We find noisy-
like oscillatory motion in the �tilted� x direction and no mo-
tion in the �nontilted� y direction. The oscillations in the x
direction are clearly not periodic �40�. However, they defi-
nitely have an ordered structure, which is evidenced by the
appearance of discrete sharp peaks in the time Fourier trans-
form of the BEC mean position 	x�t�
 �Fig. 4�, corresponding
to a quasiperiodic motion �26�.

FIG. 4. �Color online� The Fourier transform of the mean posi-
tion of a BEC in a periodic or quasiperiodic lattice. Inset: The time
evolution of a BEC in a tilted quasiperiodic lattice. All beams have
the same intensity, V0=−2ER and Vtilt=0.002ER�kx.
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The Bloch-like quasiperiodic oscillations can be inter-
preted as follows. Both in periodic and quasiperiodic lattices,
the BEC wave function extends over many lattice wells, and
can be decomposed into a sum of localized �Wannier-like�
states. Due to the applied external force, these energy states
are arranged in a Wannier-Stark ladder. In periodic lattices,
the energy separation �E between the ladder states is fixed,
leading to periodic Bloch oscillations of period �	 /�E.
However, for quasiperiodic lattices, a discrete set of different
�noncommensurate� differences of on-site energies in adja-
cent wells occurs �i.e., a nonequally spaced Wannier-Stark
ladder� leading to quasiperiodic �instead of periodic� oscilla-
tions. Purely random potentials would result in a continuous
set of differences of on-site energies leading, as expected, to
the disapearance of any sort of Bloch oscillations.

Summarizing, we have investigated the physics of BECs
trapped in optical QCs. We have shown that �i� the equilib-
rium BEC wave function displays long-range quasiperiodic
order and that �ii� quantum transport shares properties with
both ordered and disordered systems. On the one hand, be-

cause of quasidisordered inhomogeneities, diffusion turns
from ballistic to localization when quasiperiodicity is
switched on. On the other hand, because of coherence ex-
tending over several lattice sites, quasiperiodic Bloch oscil-
lations occur in quasiperiodic BECs.

The discussed arrangement can be easily generated using
standard techniques, offering an exciting tool for controlled
studies of the transition between periodic, quasiperiodic, and
fully disordered systems in cold gases, a major topic of cur-
rent experimental research �11–13�. In addition, the system
can be used to address experimentally some unsolved issues
on QCs, as, e.g., the application of the renormalization
theory to the 2D case �15�.
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Suppression of Transport of an Interacting Elongated Bose-Einstein Condensate
in a Random Potential
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2Laboratoire de Physique Théorique et Modèles Statistiques, Université Paris-Sud XI, 91405 Orsay Cedex, France
3Van der Waals-Zeeman Institute, University of Amsterdam, Valckenierstraat 65/67, 1018 XE Amsterdam, The Netherlands

(Received 24 June 2005; published 21 October 2005)

We observe the suppression of the 1D transport of an interacting elongated Bose-Einstein condensate in
a random potential with an amplitude that is small compared to the typical energy per atom, dominated by
the interaction energy. Numerical calculations reproduce our observations well. We propose a scenario for
disorder-induced trapping of the condensate in agreement with our findings.
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Atomic Bose-Einstein condensates (BECs) in optical
potentials are a remarkable system in which to revisit
standard problems of condensed matter physics, e.g.,
superfluidity and quantum vortices, the superfluid to Mott
insulator transition, or Josephson arrays [1]. Another im-
portant topic in condensed matter physics is that of trans-
port in disordered materials, with relevance to normal
metallic conduction, superconductivity and superfluid
flow in low temperature quantum liquids. This is a difficult
problem and it has led to the introduction of intriguing and
nonintuitive concepts, e.g., Anderson localization [2,3],
percolation [4], and Bose [5] and spin [6] glasses. It also
has a counterpart in wave physics, e.g., in optics and
acoustics, specifically coherent diffusion in random media
[7]. The main difficulty in understanding quantum trans-
port arises from the subtle interplay of interference, scat-
tering onto the potential landscape, and (whenever present)
interparticle interactions.

Transport properties of BECs in periodic optical lattices
have been widely investigated, showing lattice-induced
reduction of mobility [8–10] and self-trapping [11].
Within the context of random potentials, most of the recent
theoretical efforts [12] have considered disordered or qua-
sidisordered optical lattices where a large variety of phe-
nomena have been discussed, such as the Bose-glass phase
transition [13], localization [13,14], and the formation of
Fermi-glass, quantum percolating, and spin-glass phases in
Fermi-Bose mixtures [12,15]. Effects of disorder on BECs
have also been addressed in connection with superfluid
flows in liquid helium in porous media [16]. In particular,
the depletions of the condensate and of the superfluid
fractions have been calculated in Ref. [17], and a signifi-
cant shift and damping of sound waves have been predicted
in Ref. [18]. Apart from the (undesired) fragmentation
effect of a rough potential on trapped cold atoms and
BECs on atom chips [19], there are few experiments on
BECs in random potentials [20].

In this Letter we report on the strong reduction of
mobility of atoms in an elongated BEC in a random

potential [21]. Starting from a BEC in a 3D highly elon-
gated harmonic trap, we turn off the axial trapping poten-
tial while maintaining strong transverse confinement, and
we monitor both (i) the axial expansion driven by the
repulsive interactions and (ii) the motion of the center of
mass of the BEC. When the BEC is subjected to a 1D
random potential created by laser speckle, the axial expan-
sion is strongly inhibited and the BEC eventually stops
expanding (see Fig. 1). The final rms size L decreases as
the standard deviation �V of the random potential in-
creases. The same effect has been observed for various
realizations of the random potential. We also observe that
the center of mass motion provoked by a longitudinal
magnetic ‘‘kick’’ at the time of release is strongly damped
and is stopped in about the same time (see Fig. 1). These
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FIG. 1 (color online). Time evolution of the axial rms size L of
the BEC, for various amplitudes �V of the random potential, all
smaller than the chemical potential ��� � �V=� � 0 (�), 0.2
(�), and 0.7 (�)]. The axial trapping frequency is initially
!z=2� � 6:7 Hz and is relaxed during the first 30 ms (!z� <
1:26) of the expansion time (gray band). Each point corresponds
to an average over three measurements; error bars represent 1
standard deviation. The solid lines are linear fits to the data and
the dashed lines are guides to the eye. Inset: Motion of the center
of mass of the BEC during axial expansion for the same values of
�. Both sets of data show a strong suppression of transport of the
BEC in the presence of disorder.
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observations are not made in a regime of tight binding; i.e.,
we observe this localization effect [22] for amplitudes of
the random potential which are small compared to the
chemical potential. One may wonder whether our obser-
vations can be interpreted in terms of Anderson localiza-
tion [2]. In fact, in our situation, the interaction energy
plays a crucial role, and the healing length is smaller than
the typical distance between the speckle grains. This im-
plies a different scenario, which we discuss in this Letter.

We create an elongated 87Rb BEC in an iron-core elec-
tromagnet Ioffe-Pritchard trap [23,24] with oscillation fre-
quencies, !?=2��660�4�Hz radially and !z=2��
6:70�7�Hz axially. BECs of typically 3:5� 105 atoms are
obtained, with Thomas-Fermi (TF) half-length LTF �
150 �m and radius RTF � 1:5 �m, and chemical potential
�=2�@� 5 kHz [25]. The random potential is turned on at
the end of the evaporative cooling ramp and we further
evaporate during 200 ms to ensure that the BEC is in
equilibrium in the combined harmonic plus random trap
at the end of the sequence. To create the random potential,
a P � 150 mW blue detuned laser beam with optical
wavelength � ’ 780 nm, perpendicular to axis z, is shone
through a scattering plate and projects a speckle pattern
[28] on the BEC (see Fig. 2). The scattered beam diverges
to an rms radius of 1.83 mm at the BEC.

A speckle field is defined by (i) a random intensity I�r�
with exponential statistical distribution for which the stan-
dard deviation equals the average intensity �I � hIi and
(ii) an intensity correlation length �z, defined as the ‘‘half-
width’’ of the autocorrelation function [28]:

�z � 1:22�l=D; (1)

whereD is the beam diameter at the scattering plate and l is
the distance from the lens to the BEC. We observe the
speckle intensity distribution on a CCD camera placed at
the same distance as the atoms. From this, we determine
the autocorrelation function to obtain the grain size �z for
various beam diameters D. Taking into account the modu-
lation transfer function [29] of the camera, we find that the
measured grain size obeys Eq. (1) to within 2%. For our
setup [l�140�5�mm and D�25:4�1�mm], Eq. (1) gives
�z � 5:2�2� �m. This is much greater than the healing
length � � �8�na��1=2 � 0:11 �m of the trapped BEC.
Since RTF <�z	 LTF, the optical potential is effectively
1D, with the trapped BEC spread over about 45–50 wells

in the axial direction. We characterize the amplitude of the
random potential �V with respect to the chemical potential
� by [30]
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with �! � �!z!
2
?�

1=3 and aho � �@=m �!�1=2, m the atomic
mass, N the BEC atom number, IS � 16:56 W=m2 the
saturation intensity, �=2� � 6:01 MHz the linewidth, a �
5:31 nm the scattering length, and � the laser detuning
(between 0.15 nm and 0.39 nm in wavelength). The factor
2=3 accounts for the transition strength for �-polarized
light. Taking into account our calibration uncertainty, we
measure � within 
20%. For our parameters, the sponta-
neous scattering time 1=�sc is always larger than 1 s, i.e.,
much longer than the experiment.

To study the coherent transport of the BEC in the ran-
dom potential, we open the axial magnetic trap while
keeping the transverse confinement and the random poten-
tial unchanged. After lowering the current in the axial
excitation coils, the axial trapping frequency !z=2� is
smaller than 1 Hz [31]. Opening the trap abruptly induces
atom loss and heating, therefore the trap is opened in 30 ms
to avoid these processes. Once the current in the axial coils
has reached its final value we have a BEC of N � 2:5�
105–3� 105 atoms in the magnetic guide.

After a total axial expansion time � (which includes the
30 ms opening time), we turn off all remaining fields
(including the random potential) and wait a further 15 ms
of free fall before imaging the atoms by absorption. During
this time-of-flight, the axial rms size of the BEC does not
increase more than 5%. From profiles of the absorption
images we evaluate the axial rms size L [32] which we plot
in Fig. 1 versus the axial expansion time �. In the absence
of the random potential (� � 0), we observe that the rms
size L grows linearly at a velocity vrms � 2:47�3� mm s�1

in agreement with the scaling theory [33]. In the presence
of the random potential, the expansion dynamics changes
dramatically. For a sufficiently high amplitude, the expan-
sion is significantly reduced and the BEC eventually stops
expanding. In addition, we observe the damping of longi-
tudinal motion of the center of mass of the BEC (see inset
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FIG. 2. Optical setup used to create the random speckle po-
tential. The BEC is at the focus of the lens system with its long
axis oriented along the z direction.
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FIG. 3 (color online). rms size L of the BEC versus � after an
axial expansion time !z� � 4:84 (� � 115 ms). The open
circles correspond to the curves of Fig. 1.
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of Fig. 1). This motion is triggered by an axial magnetic
kick during the opening of the trap.

These results show a transition from noninhibited to
inhibited transport as the speckle amplitude is increased.
This is studied in further detail by measuring the BEC rms
size after a fixed axial expansion time of 115 ms (!z� �
4:84) for different amplitudes �V of the random potential.
The results are shown in Fig. 3. We see that above a value
� � 0:15, the rms size decreases with �.

From the absorption images, we also evaluate the den-
sity in the magnetic guide, after correcting for radial ex-
pansion during the time of flight. We observe that the
density at the center of the BEC does not drop by more
than a factor of 2 for � > 0:2. Therefore, we conclude that
the interaction energy dominates at the center of the BEC
trapped by disorder, a point we discuss below.

To understand the disorder-induced suppression of ex-
pansion of the BEC, we have performed numerical calcu-
lations of the BEC dynamics in the Gross-Pitaevskii
approach. We consider a BEC trapped in a cylindrically
symmetric 3D-harmonic trap with frequencies !? and !z
in the radial and axial directions, respectively. Assuming
tight radial confinement (@!? � @!z;�; kBT), the dy-
namics is reduced to 1D. In addition, the BEC is subjected
to a static random potential V�z� � �Vv�z� where v�z� is a
numerically generated speckle pattern [28] with hvi2 �
hv2i=2 � 1. This slightly differs from the experimental
situation where the BEC is very elongated but not strictly
1D. However, in the experiment, the BEC is guided in a 1D
random potential so that the radial size only slightly
changes and, due to the different time scales in the axial
(1=!z) and radial (1=!? 	 1=!z) directions, the radial
size adapts adiabatically to the axial size. Thus we expect
that the 1D simplified model captures the physics of the

experiment. We consider parameters close to the experi-
mental situation (see above). In particular, the healing
length (� ’ 8� 10�4LTF) and the speckle correlation
length (�z ’ 0:049LTF) are much smaller than the size of
the BEC.

We first compute the static 1D BEC wave function in the
combined (harmonic plus random) trap. Because �	 �z,
the density profile simply follows the modulations of
the combined trap in the TF regime: j �z�j2 �
���m!2

zz
2=2� V�z��=g1D in the region where �>

m!2
zz

2=2 V�z� and j �z�j2 � 0 elsewhere. Here, m is
the atomic mass and g1D � 2@a!? the 1D interaction
parameter. At time � � 0, we suddenly switch off the axial
harmonic confinement while keeping unchanged the inter-
action parameter g1D and the random potential, and we
compute the time evolution of the BEC. The results for the
axial rms size L of the BEC are plotted in Fig. 4(a) for
various amplitudes of the random potential. In the absence
of disorder, the evolution of the BEC corresponds to self-
similar expansion with scaling parameter b�t� �

���
2
p
!zt

[34]. In the presence of disorder (� * 0:15), after initial
expansion, the BEC stops expanding. This is qualitatively
the same behavior we observed in the experiment. The
quantitative agreement is also reasonably good. For ex-
ample, for � � 0:2, the BEC expands by a factor of ’ 4 in
the numerics (’3 in the experiment) and is trapped after a
transient expansion time of!z� ’ 8 (!z� ’ 6). This strong
suppression of expansion corresponds to disorder-induced
trapping of the BEC.

We now describe a scenario for disorder-induced trap-
ping of the BEC. For small amplitudes of disorder, the
initial stage of expansion can be described using the scal-
ing theory [33]. According to this, the fast atoms populate
the wings of the expanding BEC whereas the slow atoms
are close to the center. It is thus tempting to distinguish two
regions of the BEC: (i) the center where the interaction
energy dominates the kinetic energy and trapping is due to
the competition between interactions and disorder, and
(ii) the wings where the kinetic energy exceeds the inter-
actions and trapping is rather due to the competition be-
tween the kinetic energy and disorder.

In the center, the average density n0 and thus the effec-
tive chemical potential �� slowly decrease during the ex-
pansion stage. As the interaction energy is much larger
than the kinetic energy, the local density adiabatically
follows the instantaneous value of �� in the TF regime:
j �z�j2 � � ��� V�z��=g1D in the region where ��> V�z�
and j �z�j2 � 0 elsewhere. This agrees with our numerical
results [see Fig. 4(c)]. This evolution stops with fragmen-
tation, i.e., when the BEC meets two peaks of the random
potential with amplitudes larger than ��. Using the statis-
tical properties of the random potential [28], we can esti-
mate the probability of such large peaks and we conclude
that this happens when n0 reaches the value

n0 ’ 1:25
�
�V
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�
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�
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FIG. 4 (color online). (a) Time evolution of the rms size L of
the BEC in the random potential V�z� for various speckle
amplitudes �V � �� as obtained from the numerical calcula-
tions. (b) Density profile (black) and random potential V�z�=g1D

(gray) for � � 0:2 at !z� � 10. (c)–(d) Enlargement of density
profile at !z� � 10 (black solid) and !z� � 20 [dotted (blue
online)]. The dashed (red online) line in (c) is the TF prediction
(see text).
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Because of the small density, the situation is different in
the wings which are populated by almost free particles
interacting with the disordered potential. The BEC thus
undergoes disorder-induced multiple reflections and trans-
missions and is ultimately blocked by a large peak of the
speckle potential. Therefore, the BEC is not in the TF
regime and the local density is not stationary [see
Fig. 4(d)]. Because of conservation of energy, the kinetic
energy per particle 	 is of the order of the typical energy in
the initial BEC (	��) so that the typical wavelength of
the fluctuations in the wings is of the order of the healing
length in the initial BEC �w � � � @=

�����������
2m�
p

.
This scenario is accurately supported by our numerical

results [35]. In particular, the density profiles plotted in
Fig. 4 show the static TF shape in the center with a density
given by Eq. (3) and time-dependent fluctuations in the
wings with typical wavelength �w � �.

In conclusion, we have experimentally investigated
transport properties of an interacting BEC in a random
potential. Controlling the strength of disorder, we have
observed the transition from free expansion to absence of
diffusion as disorder increases. We have presented numeri-
cal simulations that reproduce well the observed suppres-
sion of expansion and we have discussed a theoretical
model that describes the scenario for disorder-induced
trapping. In the future, it would be interesting to further
investigate this highly controllable system, for example, by
changing the correlation length of disorder or employing
Bragg spectroscopy to probe the momentum spectrum of
the BEC [24].
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We show that the expansion of an initially confined interacting 1D Bose-Einstein condensate can
exhibit Anderson localization in a weak random potential with correlation length �R. For speckle
potentials the Fourier transform of the correlation function vanishes for momenta k > 2=�R so that the
Lyapunov exponent vanishes in the Born approximation for k > 1=�R. Then, for the initial healing length
of the condensate �in >�R the localization is exponential, and for �in <�R it changes to algebraic.
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Disorder in quantum systems can have dramatic effects,
such as strong Anderson localization (AL) of noninteract-
ing particles in random media [1]. The main paradigm of
AL is that the suppression of transport is due to a destruc-
tive interference of particles (waves) which multiply scat-
ter from the modulations of a random potential. AL is thus
expected to occur when interferences play a central role in
the multiple scattering process [2]. In three dimensions,
this requires the particle wavelength to be larger than the
scattering mean free path, l, as pointed out by Ioffe and
Regel [3]. One then finds a mobility edge at momentum
km � 1=l, below which AL can appear. In one and two
dimensions all single-particle quantum states are predicted
to be localized [4–6], although for certain types of disorder
one has an effective mobility edge in the Born approxima-
tion (see Ref. [7] and below). A crossover to the regime of
AL has been observed in low dimensional conductors
[8,9], and recently, evidences of AL have been obtained
for light waves in bulk powders [10] and in 2D disordered
photonic lattices [11]. The subtle question is whether and
how the interaction between particles can cause delocali-
zation and transport, and there is a long-standing discus-
sion of this issue for the case of electrons in solids [12].

Ultracold atomic gases can shed new light on these
problems owing to an unprecedented control of interac-
tions, a perfect isolation from a thermal bath, and the
possibilities of designing controlled random [13–17] or
quasirandom [18] potentials. Of particular interest are the
studies of localization in Bose gases [19,20] and the inter-
play between interactions and disorder in Bose and Fermi
gases [21,22]. Localization of expanding Bose-Einstein
condensates (BEC) in random potentials has been reported
in Refs. [15–17]. However, this effect is not related to AL,
but rather to the fragmentation of the core of the BEC, and
to single reflections from large modulations of the ran-
dom potential in the tails [15]. Numerical calculations
[15,23,24] confirm this scenario for parameters relevant
to the experiments of Refs. [15–17].

In this Letter, we show that the expansion of a 1D inter-
acting BEC can exhibit AL in a random potential without

large or wide modulations. Here, in contrast to the situation
in Refs. [15–17], the BEC is not significantly affected by a
single reflection. For this weak disorder regime we have
identified the following localization scenario on the basis of
numerical calculations and the toy model described below.

At short times, the disorder does not play a significant
role, atom-atom interactions drive the expansion of the
BEC and determine the long-time momentum distribution,
D�k�. According to the scaling theory [25], D�k� has a
high-momentum cutoff at 1=�in, where �in � @=

�����������
4m�
p

and � are the initial healing length and chemical potential
of the BEC, and m is the atom mass. When the density is
significantly decreased, the expansion is governed by the
scattering of almost noninteracting waves from the random
potential. Each wave with momentum k undergoes AL on a
momentum-dependent length L�k� and the BEC density
profile will be determined by the superposition of localized
waves. For speckle potentials the Fourier transform of the
correlation function vanishes for k > 2=�R, where �R is
the correlation length of the disorder, and the Born ap-
proach yields an effective mobility edge at 1=�R. Then, if
the high-momentum cutoff is provided by the momentum
distribution D�k� (for �in >�R), the BEC is exponentially
localized, whereas if the cutoff is provided by the correla-
tion function of the disorder (for �in <�R) the localization
is algebraic. These findings pave the way to observe AL in
experiments similar to those of Refs. [15–17].

We consider a 1D Bose gas with repulsive short-range
interactions, characterized by the 1D coupling constant g
and trapped in a harmonic potential Vho�z� � m!2z2=2.
The finite size of the trapped sample provides a low-
momentum cutoff for the phase fluctuations, and for
weak interactions (n� mg=@2, where n is the 1D density),
the gas forms a true BEC at low temperatures [26].

We treat the BEC wave function  �z; t� using the Gross-
Pitaevskii equation (GPE). In the presence of a superim-
posed random potential V�z�, this equation reads

 i@@t �
�
�@2

2m
@2
z � Vho�z� � V�z� � gj j2 ��

�
 ; (1)
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where  is normalized by
R
dzj j2 � N, with N being

the number of atoms. It can be assumed without loss of
generality that the average of V�z� over the disorder, hVi,
vanishes, while the correlation function C�z� �
hV�z0�V�z0 � z�i can be written as C�z� � V2

Rc�z=�R�,
where the reduced correlation function c�u� has unity

height and width. So, VR �
���������
hV2i

p
is the standard devia-

tion, and �R is the correlation length of the disorder.
The properties of the correlation function depend on the

model of disorder. Although most of our discussion is
general, we mainly refer to a 1D speckle random potential
[27] similar to the ones used in experiments with cold
atoms [13–17]. It is a random potential with a truncated
negative exponential single-point distribution [27]:

 P �V�z�� �
exp���V�z� � VR�=VR�

VR
�
�
V�z�
VR
� 1

�
; (2)

where � is the Heaviside step function, and with a corre-
lation function which can be controlled almost at will [17].
For a speckle potential produced by diffraction through a
1D square aperture [17,27], we have

 C�z� � V2
Rc�z=�R�; c�u� � sin2�u�=u2: (3)

Thus the Fourier transform of C�z� has a finite support:
 

Ĉ�k� � V2
R�Rĉ�k�R�;

ĉ��� �
���������
�=2

p
�1� �=2���1� �=2�;

(4)

so that Ĉ�k� � 0 for k > 2=�R. This is actually a general
property of speckle potentials, related to the way they are
produced using finite-size diffusive plates [27].

We now consider the expansion of the BEC, using the
following toy model. Initially, the BEC is assumed to be at
equilibrium in the trapping potential Vho�z� and in the
absence of disorder. In the Thomas-Fermi regime (TF)
where �� @!, the initial BEC density is an inverted
parabola, n�z� � ��=g��1� z2=L2

TF���1� jzj=LTF�, with

LTF �
�������������������
2�=m!2

p
being the TF half-length. The expansion

is induced by abruptly switching off the confining trap at
time t � 0, still in the absence of disorder. Assuming that
the condition of weak interactions is preserved during the
expansion, we work within the framework of the GPE (1).
Repulsive atom-atom interactions drive the short-time (t &

1=!) expansion, while at longer times (t� 1=!) the
interactions are not important and the expansion becomes
free. According to the scaling approach [25], the expanding
BEC acquires a dynamical phase and the density profile is
rescaled, remaining an inverted parabola:

  �z; t� � � �z=b�t�; 0�=
��������
b�t�

p
� expfimz2 _b�t�=2@b�t�g; (5)

where the scaling parameter b�t� � 1 for t � 0, and b�t� ’���
2
p
!t for t� 1=! [15].
We assume that the random potential is abruptly

switched on at a time t0 � 1=!. Since the atom-atom
interactions are no longer important, the BEC represents

a superposition of almost independent plane waves:

  �z; t� �
Z dk�������

2�
p  ̂�k; t� exp�ikz�: (6)

The momentum distribution D�k� follows from Eq. (5).
For t� 1=!, it is stationary and has a high-momentum
cutoff at the inverse healing length 1=�in:

 D �k� � j ̂�k; t�j2 ’
3N�in

4
�1� k2�2

in���1� k�in�; (7)

with the normalization condition
R
�1
�1 dkD�k� � N.

According to the Anderson theory [1], k waves will
exponentially localize as a result of multiple scattering
from the random potential. Thus, components exp�ikz� in
Eq. (6) will become localized functions �k�z�. At large
distances, �k�z� decays exponentially, so that lnj�k�z�j ’
���k�jzj, with ��k� � 1=L�k� the Lyapunov exponent, and
L�k� the localization length. The AL of the BEC occurs
when the independent k waves have localized. Assuming
that the phases of the functions �k�z�, which are deter-
mined by the local properties of the random potential and
by the time t0, are random uncorrelated functions for
different momenta, the BEC density is given by

 n0�z� 	 hj �z�j
2i � 2

Z 1
0
dkD�k�hj�k�z�j

2i; (8)

where we have taken into account that D�k� �D��k� and
hj�k�z�j

2i � hj��k�z�j
2i.

We now briefly outline the properties of the functions
�k�z� from the theory of localization of single particles.
For a weak random potential, using the phase formalism
[28] the state with momentum k is written in the form

 �k�z� � r�z� sin���z��; @z�k � kr�z� cos���z��; (9)

and the Lyapunov exponent is obtained from the relation
��k� � �limjzj!1hlog�r�z��=jzji. If the disorder is suffi-
ciently weak, then the phase is approximately kz and
solving the Schrödinger equation up to first order in
j@z��z�=k� 1j, one finds [28],

 ��k� ’ �
�������
2�
p

=8�R��VR=E�
2�k�R�

2ĉ�2k�R�; (10)

where E � @
2k2=2m. Such a perturbative (Born) approxi-

mation assumes the inequality

 VR�R 
 �@2k=m��k�R�1=2; (11)

or equivalently ��k� 
 k. Typically, Eq. (11) means that
therandompotentialdoes not comprise large or wide peaks.

Deviations from a pure exponential decay of �k are
obtained using diagrammatic methods [29], and one has
 

hj�k�z�j
2i �

�2��k�
2

Z 1
0
du u sinh��u�

�
1� u2

1� cosh��u�

�
2

� expf�2�1� u2���k�jzjg; (12)

where ��k� is given by Eq. (10). Note that at large distances

PRL 98, 210401 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
25 MAY 2007

210401-2



���k�jzj � 1�, Eq. (12) reduces to hj�k�z�j
2i ’

��7=2=64
������������
2��k�

p
jzj3=2� expf�2��k�jzjg.

The localization effect is closely related to the properties
of thecorrelationfunctionofthedisorder.For the 1D speckle
potential the correlation function Ĉ�k� has a high-
momentum cutoff 2=�R, and from Eqs. (4) and (10) we
find

 ��k���0�k��1�k�R���1�k�R�; �0�k��
�m2V2

R�R
2@4k2 :

(13)

Thus, one has ��k�> 0 only for k�R < 1 so that there is a
mobility edge at 1=�R in the Born approximation. Strictly
speaking, on the basis of this approach one cannot say that
the Lyapunov exponent is exactly zero for k > 1=�R.
However, direct numerical calculations of the Lyapunov
exponent show that for k > 1=�R it is at least 2 orders of
magnitude smaller than �0�1=�R� representing a character-
istic value of ��k� for k approaching 1=�R. For �R *

1 �m, achievable for speckle potentials [17] and for VR
satisfying Eq. (11) with k� 1=�R, the localization length
at k > 1=�R exceeds 10 cm which is much larger than the
system size in the studies of quantum gases. Therefore,
k � 1=�R corresponds to an effective mobility edge in the
present context. We stress that it is a general feature of
optical speckle potentials, owing to the finite support of the
Fourier transform of their correlation function.

We then use Eqs. (7), (12), and (13) for calculating the
density profile of the localized BEC from Eq. (8). Since the
high-momentum cutoff of D�k� is 1=�in, and for the
speckle potential the cutoff of ��k� is 1=�R, the upper
bound of integration in Eq. (8) is kc � minf1=�in; 1=�Rg.
As the density profile n0�z� is a sum of functions hj�k�z�j2i
which decay exponentially with a rate 2��k�, the long-tail
behavior of n0�z� is mainly determined by the components
with the smallest ��k�, i.e., those with k close to kc, and
integrating in Eq. (8) we limit ourselves to leading order
terms in Taylor series for D�k� and ��k� at k close to kc.

For �in >�R, the high-momentum cutoff kc in Eq. (8) is
set by the momentum distribution D�k� and is equal to
1=�in. In this case all functions hj�k�z�j2i have a finite
Lyapunov exponent, ��k�>��1=�in�, and the whole BEC
wave function is exponentially localized. For the long-tail
behavior of n0�z�, from Eqs. (7), (8), and (12) we obtain

 n0�z� / jzj
�7=2 expf�2��1=�in�jzjg; �in >�R: (14)

Equation (14) assumes the inequality ��1=�in�jzj � 1, or
equivalently �0�kc��1� �R=�in�jzj � 1.

For �in <�R, kc is provided by the Lyapunov exponents
of hj�k�z�j

2i so that they do not have a finite lower bound.
Then the localization of the BEC becomes algebraic and it
is only partial. The part of the BEC wave function, corre-
sponding to the waves with momenta in the range 1=�R <
k < 1=�in, continues to expand. Under the condition
�0�kc��1� �

2
in=�

2
R�jzj � 1 for the asymptotic density dis-

tribution of localized particles, Eqs. (8) and (12) yield

 n0�z� / jzj�2; �in <�R: (15)

Far tails of n0�z� will be always described by the asymp-
totic relations (14) or (15), unless �in � �R. In the special
case of �in � �R, or for �in very close to �R and at
distances where �0�kc�j�1� �

2
in=�

2
R�zj 
 1, still assum-

ing that �0�kc�jzj � 1 we find n0�z� / jzj
�3.

Since the typical momentum of the expanding BEC is
1=�in, according to Eq. (11), our approach is valid for
VR 
 ���in=�R�

1=2. For a speckle potential, the typical
momentum of the waves which become localized is 1=�R
and for �in <�R the restriction is stronger: VR 

���in=�R�

2. These conditions were not fulfilled, neither
in the experiments of Refs. [15–17], nor in the numerics of
Refs. [15,23,24].

We now present numerical results for the expansion of a
1D interacting BEC in a speckle potential, performed on
the basis of Eq. (1). The BEC is initially at equilibrium in
the combined random plus harmonic potential, and the
expansion of the BEC is induced by switching off abruptly
the confining potential at time t � 0 as in Refs. [15–
17,20]. The differences from the model discussed above
are that the random potential is already present for the
initial stationary condensate and that the interactions are
maintained during the whole expansion. This, however,
does not significantly change the physical picture.

The properties of the initially trapped BEC have been
discussed in Ref. [22] for an arbitrary ratio �in=�R. For
�in 
 �R, the BEC follows the modulations of the random
potential, while for �in * �R the effect of the random
potential can be significantly smoothed. In both cases,
the weak random potential only slightly modifies the den-
sity profile [22]. At the same time, the expansion of the
BEC is strongly suppressed compared to the nondisordered
case. This is seen from the time evolution of the rms size of

the BEC, �z �
����������������������
hz2i � hzi2

p
, in the inset of Fig. 1. At large

times, the BEC density reaches an almost stationary pro-
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FIG. 1 (color online). Density profile of the localized BEC in a
speckle potential at t � 150=!. Shown are the numerical data
(black points), the fit of the result from Eqs. (7), (8), and (12)
[red solid line], and the fit of the asymptotic formula (14) [blue
dotted line]. Inset: Time evolution of the rms size of the BEC.
The parameters are VR�0:1�, �in�0:01LTF, and �R�0:78�in.
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file. The numerically obtained density profile in Fig. 1
shows an excellent agreement with a fit of n0�z� from
Eqs. (7), (8), and (12), where a multiplying constant was
the only fitting parameter. Note that Eq. (8) overestimates
the density in the center of the localized BEC, where the
contribution of waves with very small k is important. This
is because Eq. (13) overestimates ��k� in this momentum
range, where the criterion (11) is not satisfied.

We have also studied the long-tail asymptotic behavior
of the numerical data. For �in >�R, we have performed
fits of jzj�7=2e�2�eff jzj to the data. The obtained �eff are in
excellent agreement with ��1=�in� following from the pre-
diction of Eq. (14), as shown in Fig. 2(a). For �in <�R, we
have fitted jzj�	eff to the data. The results are plotted in
Fig. 2(b) and show that the long-tail behavior of the BEC
density is compatible with a power-law decay with 	eff ’
2, in agreement with the prediction of Eq. (15).

In summary, we have shown that in weak disorder the
expansion of an initially confined interacting 1D BEC can
exhibit Anderson localization. Importantly, the high-
momentum cutoff of the Fourier transform of the correla-
tion function for 1D speckle potentials can change local-
ization from exponential to algebraic. Our results draw
prospects for the observation of Anderson localization of
matter waves in experiments similar to those of Refs. [15–
17]. For VR � 0:2�, �in � 3�R=2, and �R � 0:27 �m,
we find the localization length L�1=�in� ’ 460 �m.
These parameters are in the range of accessibility of cur-
rent experiments [17]. In addition, the localized density
profile can be imaged directly, which allows one to distin-
guish between exponential and algebraic localization.
Finally, we would like to raise an interesting problem for
future studies. The expanding and then localized BEC is an
excited Bose-condensed state as it has been made by
switching off the confining trap. Therefore, the remaining
small interaction between atoms should cause the depletion
of the BEC and the relaxation to a new equilibrium state.
The question is how the relaxation process occurs and to
which extent it modifies the localized state.

We thank M. Lewenstein, S. Matveenko, P. Chavel, P.
Leboeuf, and N. Pavloff for useful discussions. This work
was supported by the French DGA, IFRAF, the Ministère
de la Recherche (ACI Nanoscience 201), the European

Union (FINAQS consortium and Grants No. IST-2001-
38863 and No. MRTN-CT-2003-505032), the ANR
(Grants No. NTOR-4-42586, No. NT05-2-42103, and
No. 05-Nano-008-02), the ESF program QUDEDIS, and
the Dutch Foundation FOM. LPTMS is a mixed research
unit 8626 of CNRS and University Paris-Sud.

[1] P. W. Anderson, Phys. Rev. 109, 1492 (1958).
[2] B. van Tiggelen, in Wave Diffusion in Complex Media

1998, edited by J. P. Fouque, Les Houches Lectures
(Kluwer, Dordrecht, 1999).

[3] A. F. Ioffe and A. R. Regel, Prog. Semicond. 4, 237 (1960).
[4] N. F. Mott and W. D. Towes, Adv. Phys. 10, 107 (1961).
[5] D. J. Thouless, Phys. Rev. Lett. 39, 1167 (1977).
[6] E. Abrahams et al., Phys. Rev. Lett. 42, 673 (1979).
[7] F. M. Izrailev and A. A. Krokhin, Phys. Rev. Lett. 82, 4062

(1999); F. M. Izrailev and N. M. Makarov, J. Phys. A 38,
10 613 (2005).

[8] Y. Imry, Introduction to Mesoscopic Physics (Oxford
University, New York, 2002).

[9] M. E. Gershenson et al., Phys. Rev. Lett. 79, 725 (1997).
[10] C. M. Aegerter et al., Europhys. Lett. 75, 562 (2006).
[11] T. Schwartz et al., Nature (London) 446, 52 (2007).
[12] For a review, see: D. M. Basko, I. L. Aleiner, and B. L.

Altshuler, Ann. Phys. (N.Y.) 321, 1126 (2006).
[13] P. Horak et al., Phys. Rev. A 58, 3953 (1998); G. Grynberg

et al., Europhys. Lett. 49, 424 (2000).
[14] J. E. Lye et al., Phys. Rev. Lett. 95, 070401 (2005).
[15] D. Clément et al., Phys. Rev. Lett. 95, 170409 (2005).
[16] C. Fort et al., Phys. Rev. Lett. 95, 170410 (2005).
[17] D. Clément et al., New J. Phys. 8, 165 (2006).
[18] L. Guidoni et al., Phys. Rev. Lett. 79, 3363 (1997).
[19] U. Gavish and Y. Castin, Phys. Rev. Lett. 95, 020401

(2005); T. Paul et al., Phys. Rev. A 72, 063621 (2005);
R. C. Kuhn et al., Phys. Rev. Lett. 95, 250403 (2005).

[20] L. Sanchez-Palencia and L. Santos, Phys. Rev. A 72,
053607 (2005).

[21] B. Damski et al., Phys. Rev. Lett. 91, 080403 (2003);
R. Roth and K. Burnett, Phys. Rev. A 68, 023604 (2003);
A. Sanpera et al., Phys. Rev. Lett. 93, 040401 (2004);
V. Ahufinger et al., Phys. Rev. A 72, 063616 (2005);
L. Fallani et al., Phys. Rev. Lett. 98, 130404 (2007);
J. Wehr et al., Phys. Rev. B 74, 224448 (2006).

[22] L. Sanchez-Palencia, Phys. Rev. A 74, 053625 (2006);
P. Lugan et al., Phys. Rev. Lett. 98, 170403 (2007).

[23] M. Modugno, Phys. Rev. A 73, 013606 (2006).
[24] E. Akkermans et al., arXiv:cond-mat/0610579.
[25] Yu. Kagan et al., Phys. Rev. A 54, R1753 (1996); Y. Castin

and R. Dum, Phys. Rev. Lett. 77, 5315 (1996).
[26] D. S. Petrov et al., Phys. Rev. Lett. 85, 3745 (2000); D. S.

Petrov et al., J. Phys. IV (France) 116, 3 (2004).
[27] J. W. Goodman, in Statistical Properties of Laser Speckle

Patterns, edited by J.-C. Dainty, Laser Speckle and
Related Phenomena (Springer-Verlag, Berlin, 1975).

[28] I. M. Lifshits et al., Introduction to the Theory of Dis-
ordered Systems (Wiley, New York, 1988).

[29] A. A. Gogolin et al., Sov. Phys. JETP 42, 168 (1976);
A. A. Gogolin, ibid. 44, 1003 (1976).

 

0.025

0.020

0.015

0.010

0.005

0.000
1.00.80.60.40.20.0

L T
F
γ e

ff

σR / ξin

a)

ξin=0.01LTF
VR=0.10µ

2.01.81.61.41.21.0
 0

 1

 2

 3

 4

β e
ff

b)

ξin=0.01LTF
VR=0.05µ

FIG. 2 (color online). (a) Lyapunov exponent �eff in units of
1=LTF for the localized BEC in a speckle potential, in the regime
�in >�R. The solid line is ��1=�in� from Eq. (13). (b) Exponent
of the power-law decay of the localized BEC in the regime �in <
�R. The parameters are indicated in the figure.

PRL 98, 210401 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
25 MAY 2007

210401-4



Erratum: Anderson Localization of Expanding Bose-Einstein Condensates
in Random Potentials

[Phys. Rev. Lett. 98, 210401 (2007)]

L. Sanchez-Palencia, D. Clément, P. Lugan, P. Bouyer, G.V. Shlyapnikov, and A. Aspect
(Received 7 March 2011; published 4 April 2011)

DOI: 10.1103/PhysRevLett.106.149901 PACS numbers: 05.30.Jp, 03.75.Kk, 03.75.Nt, 05.60.Gg, 99.10.Cd

In this Letter, Eq. (12) contains an error. The correct formula, first obtained by Gogolin et al. [1], reads

hj�kðzÞj2i ¼ �2�ðkÞ
8

Z 1

0
duu sinhð�uÞ

�
1þ u2

1þ coshð�uÞ
�
2
expf�ð1þ u2Þ�ðkÞjzj=2g; (1)

and its large-distance limit (�ðkÞjzj � 1) is hj�kðzÞj2i ’ ð�7=2=64
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ðkÞ=2p jzj3=2Þ expf��ðkÞjzj=2g. Correspondingly,

Eq. (14) of our Letter becomes

n0ðzÞ / jzj�7=2 expf��ð1=�inÞjzj=2g; �in >�R: (2)

The same corrections apply to Ref. [2].
No other formula in the Letter is affected by the error. In particular, we stress that the calculation of the Lyapunov

exponent �ðkÞ ¼ limjzj!1hlog½rðzÞ�i=jzj using the phase formalism approach remains correct in the Letter as well as in all

related works [3–5].
The numerical calculations reported in the Letter show an apparent agreement with the erroneous Eq. (12) of the same

Letter. These calculations were performed in a limited space window and for a limited expansion time, which were chosen
according to our numerical possibilities at that time. New numerical calculations performed in significantly larger systems
and for significantly longer expansion times [6] show that in the regime �in >�R the density profile first develops tails that
are compatible with an exponential decay of rate �2�ð1=�inÞ, in agreement with the behavior observed in the numerical
study of the Letter. For short-enough distances, jzj & 1=�ð1=�inÞ, relevant to the experiments of Ref. [7], this behavior
persists in the long-time limit, so the theoretical prediction of Fig. 3 in Ref. [7] is not affected [8]. In the large-distance limit
however, the numerical calculations of Ref. [6] show that the density profile evolves very slowly towards a new profile
which is compatible with the correct Eq. (1). In the regime �in <�R, the conclusions of the Letter are not affected by
the error and the new numerical calculations show density profiles with algebraic decay, nðzÞ � 1=jzj2, as observed in the
experiment of Ref. [7]. For details, see Ref. [6].

We thank Peter Schlagheck for drawing our attention to this issue and Marie Piraud for useful discussions.
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Direct observation of Anderson localization of matter
waves in a controlled disorder
Juliette Billy1, Vincent Josse1, Zhanchun Zuo1, Alain Bernard1, Ben Hambrecht1, Pierre Lugan1, David Clément1,
Laurent Sanchez-Palencia1, Philippe Bouyer1 & Alain Aspect1

In 1958, Anderson predicted the localization1 of electronic wave-
functions in disordered crystals and the resulting absence of dif-
fusion. It is now recognized that Anderson localization is
ubiquitous in wave physics2 because it originates from the inter-
ference between multiple scattering paths. Experimentally, local-
ization has been reported for light waves3–7, microwaves8,9, sound
waves10 and electron gases11. However, there has been no direct
observation of exponential spatial localization of matter waves of
any type. Here we observe exponential localization of a Bose–
Einstein condensate released into a one-dimensional waveguide
in the presence of a controlled disorder created by laser speckle12.
We operate in a regime of pure Anderson localization, that is, with
weak disorder—such that localization results from many quantum
reflections of low amplitude—and an atomic density low enough
to render interactions negligible. We directly image the atomic
density profiles as a function of time, and find that weak disorder
can stop the expansion and lead to the formation of a stationary,
exponentially localized wavefunction—a direct signature of
Anderson localization. We extract the localization length by fitting
the exponential wings of the profiles, and compare it to theoretical
calculations. The power spectrum of the one-dimensional speckle
potentials has a high spatial frequency cutoff, causing exponential
localization to occur only when the de Broglie wavelengths of the
atoms in the expanding condensate are greater than an effective
mobility edge corresponding to that cutoff. In the opposite case,
we find that the density profiles decay algebraically, as predicted in
ref. 13. The method presented here can be extended to localization
of atomic quantum gases in higher dimensions, and with con-
trolled interactions.

The transport of quantum particles in non-ideal material media
(for example the conduction of electrons in an imperfect crystal) is
strongly affected by scattering from the impurities in the medium.
Even for weak disorder, semiclassical theories, such as those based on
the Boltzmann equation for matter waves scattering from the impur-
ities, often fail to describe transport properties2, and fully quantum
approaches are necessary. For example, Anderson localization1,
which predicts metal–insulator transitions, is based on interference
between multiple scattering paths, leading to localized wavefunctions
with exponentially decaying profiles. While Anderson’s theory
applies to non-interacting particles in static (quenched) disordered
potentials1, both thermal phonons and repulsive interparticle inter-
actions significantly affect Anderson localization14,15. To our know-
ledge, no direct observation of exponentially localized wavefunctions
in space has been reported in condensed matter.

Degenerate atomic quantum gases can be used to study a number
of basic models in condensed matter theory experimentally, with
unprecedented control and measurement possibilities (see refs 16,
17 and references therein). In investigating the behaviour of matter

waves in disordered potentials18, key advantages of atomic quantum
gases are the possibility to implement systems in any dimension; the
control of the interatomic interactions, either by density control or
by Feshbach resonances; the possibility to design perfectly controlled
and phonon-free disordered potentials; and the opportunity to mea-
sure in situ atomic density profiles via direct imaging. The quest for
evidence of Anderson localization of Bose–Einstein condensates
(BECs) in optical disordered potentials has thus attracted consid-
erable attention in recent years19–22. Experiments using ultracold
atoms have shown evidence of dynamical localization associated with
a kicked rotor23,24, which can be considered as a mapping onto
momentum space of the Anderson localization phenomenon.
Suppression of one-dimensional transport of BECs has been
observed19,20, but this occurred in a regime of strong disorder and
strong interactions where localization is due to classical reflections
from large peaks of the disordered potential. Here we report direct
observation in real space of one-dimensional localization of a BEC in
the regime of Anderson localization, that is, with weak disorder and
negligible interatomic interactions.

Our experiment (sketched in Fig. 1a, b), starts with a small, elon-
gated BEC (1.7 3 104 atoms of rubidium-87, with transverse and
longitudinal radii of 3mm and 35 mm, respectively, corresponding
to the trapping frequencies given below, and a chemical potential
of min/h 5 219 Hz, where h is Planck’s constant). The BEC is pro-
duced in an anisotropic opto-magnetic hybrid trap. A far-off-res-
onance laser beam (wavelength 1.06mm, to be compared with the
resonant wavelength of rubidium, 0.78mm) creates an optical wave-
guide along the horizontal z axis25, with a transverse harmonic con-
finement of frequency vH/2p5 70 Hz. A shallow magnetic trap
confines the BEC in the longitudinal direction (vz/2p5 5.4 Hz).

The longitudinal confinement is switched off at t 5 0, and the BEC
starts to expand in the guide along the z direction under the effect of
the initial repulsive interaction energy. A weakly anti-trapping mag-
netic field compensates the residual longitudinal trapping of the
optical waveguide, so that the atoms can freely expand along the z
direction over several millimetres. The expanding BEC can be imaged
at any chosen time t after release by switching off the optical guide
and irradiating the atoms with a resonant probe of duration 50 ms. An
ultrasensitive electron-multiplying charge-coupled-device camera
allows us to make an image of the fluorescing atoms with a resolution
of 15 mm and a one-dimensional atomic density sensitivity of close to
one atom per micrometre.

A disordered potential is applied to the expanding BEC using an
optical speckle field produced by passing a laser beam (wavelength
0.514 mm) through a diffusing plate22. The detuning from the atomic
frequency is great enough, and the intensity low enough, that spon-
taneous photon scattering on the atoms is negligible during the
expansion, and we have a purely conservative disordered potential,
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which extends 4 mm along the z direction. The three-dimensional
autocorrelation of the disordered potential—that is, of the light
intensity—is determined by diffraction from the diffusive plate onto
the atoms’ location22.

Transversely, the correlation function (an ellipse with semi-axis
lengths of 97 mm and 10 mm) is much wider than the atomic matter
wave, and we can therefore consider the disorder as being
one-dimensional for the BEC expanding along the z direction.
Along this direction, the correlation function of the disordered
potential is V 2

R(sin(z/sR)/(z/sR))2, where the correlation length
sR 5 0.26 6 0.03 mm (61 s.e.m.) is calculated knowing the numer-
ical aperture of the optics, and VR is the amplitude of the disorder.
The corresponding speckle grain size is psR 5 0.82 mm. The power
spectrum of this speckle potential is non-zero only for k-vectors
lower in magnitude than a cutoff of 2/sR. The amplitude of the
disorder is directly proportional to the laser intensity22. The cal-
ibration factor is calculated knowing the geometry of the optical
system and the properties of the rubidium-87 atoms.

When we switch off the longitudinal trapping in the presence of
weak disorder, the BEC starts expanding, but the expansion rapidly
stops, in stark contrast with the free expansion case (Fig. 1d inset,
showing the evolution of the root-mean-square width of the
observed profiles). Plots of the density profile in linear (Fig. 1c)
and semi-log (Fig. 1d) coordinates then show clear exponential
wings, a signature of Anderson localization. Our observations are
made in a regime allowing Anderson localization, unlike in the
experiments in refs 19 and 20. First, the disorder is weak enough
(VR/min 5 0.12) that the initial interaction energy per atom is rapidly
converted into a kinetic energy of the order of min for atoms in the
wings. This value is much greater than the amplitude of the disor-
dered potential, so there is no possibility of a classical reflection from
a potential barrier. Second, the atomic density in the wings is low
enough (two orders of magnitude less than in the initial BEC) that the
interaction energy is negligible in comparison with the atom kinetic
energy. Last, we fulfil the criterion, emphasized in ref. 13, that the
atomic matter wave k-vector distribution be bounded, with a max-
imum magnitude kmax of less than half the cutoff in the power spec-
trum of the speckle disordered potential used here, that is,
kmaxsR , 1. The value of kmax is measured directly by observing the
free expansion of the BEC in the waveguide in the absence of disorder
(see Methods). For the runs corresponding to Figs 1c, 1d, 2, and 3, we
have kmaxsR 5 0.65 6 0.09 (62 s.e.m.).

An exponential fit to the wings of the density profiles yields the
localization length Lloc, which we can compare to the theoretical
value13

Lloc~
2B4k2

max

pm2V 2
RsR (1{kmaxsR)

ð1Þ

valid only for kmaxsR , 1 (m is the atomic mass). To ensure that the
comparison is meaningful, we first check that we have reached a
stationary situation, in which the fitted value of Lloc no longer
evolves, as shown in Fig. 2. In Fig. 3, we plot the variation of Lloc

with the disorder amplitude VR, for the same number of atoms, that
is, the same kmax. The dash–dot line is a plot of equation (1) for the
values of kmax and sR determined as explained above. It shows quite a
good agreement between our measurements and the theoretical pre-
dictions: with no adjustable parameters we obtain the correct mag-
nitude and general shape. The shaded area reflects the envelope of the
dash–dot line when we take into account the uncertainties in sR and
kmax. The uncertainty in the calibration of VR does not appear in
Fig. 3. We estimate it to be no greater than 30%, which does not
affect the agreement between theory and experiment.

An intriguing result of ref. 13 is the prediction of density profiles
with algebraic wings when kmaxsR . 1, that is, when the initial inter-
action energy is great enough that a fraction of the atoms have a
k-vector greater in magnitude than 1/sR, which plays the role of an
effective mobility edge. We investigate this regime by repeating the
experiment with a BEC containing more atoms (1.7 3 105 atoms, min/
h 5 519 Hz), for VR/min 5 0.15. Figure 4a shows the observed density
profile in such a situation (kmaxsR 5 1.16 6 0.14 (62 s.e.m.)), and a
log–log plot suggests a power-law decrease in the wings, with an
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Figure 1 | Observation of exponential localization. a, A small BEC
(1.7 3 104 atoms) is formed in a hybrid trap that is the combination of a
horizontal optical waveguide, ensuring a strong transverse confinement, and
a loose magnetic longitudinal trap. A weak disordered optical potential,
transversely invariant over the atomic cloud, is superimposed (disorder
amplitude VR low in comparison with the chemical potential min of the initial
BEC). b, When the longitudinal trap is switched off, the BEC starts
expanding and then localizes, as observed by direct imaging of the
fluorescence of the atoms irradiated by a resonant probe. In a and b, false-
colour images and sketched profiles are for illustration purposes; they are
not exactly to scale. c, d, Density profiles (red) of the localized BEC one
second after release, in linear (c) and semi-log (d) coordinates. In the inset in
d we display the root-mean-square (rms) width of the profile versus time t,
with (VR ? 0) and without (VR 5 0) disordered potential. This shows that
the stationary regime is reached after 0.5 s. The diamond at t 5 1 s
corresponds to the data shown in c and the main panel of d. Blue lines in c are
exponential fits to the wings, and correspond to the straight blue lines in
d. The narrow central profiles (pink) represent the trapped condensate
before release (t 5 0 s).
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exponent of 1.95 6 0.10 (62 s.e.m.), in agreement with the theor-
etical prediction that density decreases like 1/z2 in the wings. The
semi-log plot (inset) confirms that an exponential would not work as
well. For comparison, we present in Fig. 4b a log–log plot and a semi-
log plot (inset) for the case with kmaxsR 5 0.65 and VR/min 5 0.15,
where we conclude in favour of exponential rather than algebraic
tails. These data support the existence of a crossover from an expo-
nential to an algebraic regime in our speckle potential.

Direct imaging of atomic quantum gases in controlled, optical
disordered potentials is a promising technique to investigate a variety
of open questions on disordered quantum systems. First, as in other
problems of condensed matter simulated using ultracold atoms,
direct imaging of atomic matter waves offers unprecedented possibil-
ities to measure important properties, such as localization lengths.
Second, our experiment can be extended to quantum gases with
controlled interactions where localization of quasi-particles26,27,
Bose glass14,15,28 and Lifshits glass29 are expected, as well as to Fermi
gases and to Bose–Fermi mixtures where rich phase diagrams have
been predicted30. The reasonable quantitative agreement between our
measurements and the theory of one-dimensional Anderson local-
ization in a speckle potential demonstrates the high degree of control
in our set-up. We thus anticipate that it can be used as a quantum
simulator for investigating Anderson localization in higher dimen-
sions31,32, first to look for the mobility edge of the Anderson trans-
ition, and then to measure important features at the Anderson
transition that are still under theoretical investigation, such as critical
exponents. It will also become possible to investigate the effect of
controlled interactions on Anderson localization.

METHODS SUMMARY
Momentum distribution of the expanding BEC. To compare measured local-

ization lengths with those calculated from equation (1), we need to know kmax,

the maximum amplitude of the k-vector distribution of the atoms, at the begin-

ning of the expansion in the disordered potential. We measure kmax by releasing a

BEC with the same number of atoms in the waveguide without disorder, and

observing the density profiles at various times t. Density profiles are readily
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converted into k-vector distributions (jkj5h21mdz/dt). The key step in obtain-
ing kmax is accurately determining the position zmax of the front edge of the

profile. To do this, we fit the whole profile to an inverted parabola, which is

the expected shape for the one-dimensional expansion of a BEC in the fun-

damental transverse mode of the waveguide. Actually, the BEC has an initial

transverse profile that is slightly enlarged owing to interactions between atoms,

but its density rapidly decreases during the expansion, and a numerical calcula-

tion using our experimental parameters shows that for expansion times greater

than t 5 0.2 s, an inverted parabola correctly approximates the atomic density

profile and allows accurate determination of the front edge position. Using this

procedure, we measure zmax every 0.1 s from t 5 0 to t 5 1 s, and find it to be

proportional to t for t . 0.2 s. We estimate the uncertainty in kmax to about 6%

and 9% for 1.7 3 105 atoms and 1.7 3 104 atoms, respectively.
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We study Anderson localization of ultracold atoms in weak one-dimensional speckle potentials using per-
turbation theory beyond Born approximation. We show the existence of a series of sharp crossovers �effective
mobility edges� between energy regions where localization lengths differ by orders of magnitude. We also
point out that the correction to the Born term explicitly depends on the sign of the potential. Our results are in
agreement with numerical calculations in a regime relevant for experiments. Finally, we analyze our findings
in the light of a diagrammatic approach.
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I. INTRODUCTION

Anderson localization �AL� of single electron wave func-
tions �1�, first proposed to understand certain metal-insulator
transitions, is now considered an ubiquitous phenomenon,
which can happen for any kind of waves propagating in a
medium with random impurities �2,3�. It can be understood
as a coherent interference effect of waves multiply scattered
from random defects, yielding localized waves with expo-
nential profile and resulting in complete suppression of the
usual diffusive transport associated with incoherent wave
scattering �4�. So far, AL has been reported for light waves in
diffusive media �5,6� and photonic crystals �7,8�, sound
waves �9�, or microwaves �10�. Ultracold atoms have al-
lowed studies of AL in momentum space �11,12� and re-
cently direct observation of localized atomic matter waves
�13,14�.

In one-dimensional �1D� systems, all states are localized,
and the localization length is simply proportional to the
transport mean-free path �15�. However, this strong property
should not hide that long-range correlations can induce
subtle effects in 1D models of disorder, in particular those
whose power spectrum has a finite support �16,17�. Ex-
amples are random potentials resulting from laser speckle
and used in experiments with ultracold atoms �13,18,19�. In-
deed, by construction �20�, speckles have no Fourier compo-
nent beyond a certain value 2kc, and the Born approximation
predicts no backscattering and no localization for atoms with
momentum �k��kc. This defines an effective mobility edge
at k=kc �17�, clear evidence of which has been reported �13�.

Beyond this analysis—relevant for systems of moderate
size �13,17�—study of AL in correlated potentials beyond the
effective mobility edge requires more elaborated approaches.
In Ref. �21�, disorder with symmetric probability distribution
was studied, and examples were exhibited, for which expo-
nential localization occurs even for k�kc although with a
much longer localization length than for k�kc. It was also
concluded that for Gaussian disorder, there is a second effec-
tive mobility edge at 2kc, while for non-Gaussian disorder, it
is generally not so. These results do not apply to speckle
potentials whose probability distribution is asymmetric.
Moreover, although speckle potentials are not Gaussian, they
derive from the squared modulus of a Gaussian field, and as
we will show, the conclusions of Ref. �21� must be re-
examined. Hence, considering speckle potentials presents a
twofold interest. First, they form an original class of non-
Gaussian disorder which can inherit properties of an under-
lying Gaussian process. Second, they are easily implemented
in experiments with ultracold atoms where the localization
length can be directly measured �13�.

In this work, we study AL in speckle potentials beyond
the Born approximation using perturbation theory �22�, nu-
merical calculations, and diagrammatic methods. We find
that there exist several effective mobility edges at kc

�p�= pkc
with integer p, such that AL in the successive intervals
kc

�p−1��k�kc
�p� results from scattering processes of increas-

ing order. Effective mobility edges are thus characterized by
sharp crossovers in the k dependence of the Lyapunov expo-
nent �see Fig. 1�. We prove this for the first two effective
mobility edges by calculating the three lowest-order terms
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and give general arguments for any p. In addition, we discuss
the effect of odd terms that appear in the Born series due to
the asymmetric probability distribution of speckle potentials.

II. SPECKLE POTENTIALS

Let us first recall the main properties of speckle poten-
tials. Optical speckle is obtained by transmission of a laser
beam through a medium with a random phase profile, such as
a ground glass plate �20�. The resulting complex electric field
E is a sum of independent random variables and forms a
Gaussian process. In such a light field, atoms experience a
random potential proportional to the intensity �E�2. Defining
the zero of energies so that �V�=0, the random potential is
thus

V�z� = VR��a�z/�R��2 − ��a�z/�R��2�� , �1�

where the quantities a�u� are complex Gaussian variables
proportional to the electric field E and �R and VR feature
characteristic length and strength scales of the random po-
tential �the precise definition of VR and �R may depend on
the model of disorder; see below�. In contrast, V�z� is not a
Gaussian variable and its probability distribution is a decay-
ing exponential, i.e., asymmetric. The sign of VR is thus rel-
evant and can be either positive or negative for “blue”- and
“red”-detuned laser light, respectively. However, the random
potential V�z� inherits properties of the underlying Gaussian
field a�u�. For instance, all potential correlators cn are com-
pletely determined by the field correlator ca�u�= �a�0��a�u��
via

�a1
�
¯ ap

�a1 ¯ ap� = �
�

�a1
�a��1�� ¯ �ap

�a��p�� , �2�

where ap�=a�zp� /�R� and � describes the p! permutations of
	1, . . . , p
. Hence, c2�u�= �ca�u��2 and defining a�u� so that
��a�u��2�=1, we have ��V�z�2�= �VR�. Also, since speckle re-
sults from interference between light waves of wavelength
�L coming from a finite-size aperture of angular width 2�,

the Fourier transform of the field correlator has no compo-
nent beyond kc=2	 sin � /�L, and ca has always a finite sup-
port:

ĉa�q� = 0 for �q� � kc�R � 1. �3�

As a consequence, the Fourier transform of the potential cor-
relator also has a finite support: ĉ2�q�=0 for �q��2.

III. PHASE FORMALISM

Consider now a particle of energy E in a 1D random
potential V�z� with zero statistical average �V�z� need not be
a speckle potential here�. The particle wave function 
 can
be written in phase-amplitude representation


�z� = r�z�sin���z��; �z
 = kr�z�cos���z�� , �4�

which proves convenient to capture the asymptotic decay of
the wave function �here k=�2mE /�2 is the particle wave
vector in the absence of disorder�. It is easily checked that
the Schrödinger equation is then equivalent to the coupled
equations

�z��z� = k	1 − �V�z�/E�sin2���z��
 , �5�

ln�r�z�/r�0�� = k
0

z

dz��V�z��/2E�sin�2��z��� . �6�

Since Eq. �5� is a closed equation for the phase �, it is
straightforward to develop the perturbation series of � in
increasing powers of V. Reintroducing the solutions at dif-
ferent orders into Eq. �6� yields the corresponding series for
the amplitude r�z� and the Lyapunov exponent:

��k� = lim
�z�→

�ln�r�z���
�z�

= �
n�2

��n��k� . �7�

The nth-order term ��n� is thus expressed as a function of the
n-point correlator Cn�z1 , . . . ,zn−1�= �V�0�V�z1�¯V�zn−1�� of
the random potential, which we write Cn�z1 , . . . ,zn−1�
=VR

n cn�z1 /�R, . . . ,zn−1 /�R�. Up order n=4, we find

��n� = �R
−1� �R

k�R
�n

fn�k�R� , �8�

where �R=2m�R
2 VR /�2 and

f2��� = +
1

4


−

0

duc2�u�cos�2�u� , �9�

f3��� = −
1

4


−

0

du
−

u

dvc3�u,v�sin�2�v� , �10�

f4��� = −
1

8


−

0

du
−

u

dv
−

v

dwc4�u,v,w�	2 cos�2�w�

+ cos�2��v + w − u��
 . �11�

Note that the compact form �11� is valid provided that oscil-
lating terms, which may appear from terms in c4 that can be
factorized as c2 correlators, are appropriately regularized at

10�3

10�2

10�1

ΕR

0.0
0.5

1.0
1.5

2.0

kΣR

10�20

10�15

10�10

10�5

1

ΓΣR

FIG. 1. �Color online� Lyapunov exponent � calculated two or-
ders beyond the Born approximation for particles in 1D speckle
potentials created with a square diffusive plate versus the particle
momentum �k and the strength of disorder �R=2m�R

2 VR /�2 �VR

and �R are the amplitude and correlation length of the disorder�.
The solid blue lines correspond to �R=0.1 and �R=0.02.

LUGAN et al. PHYSICAL REVIEW A 80, 023605 �2009�

023605-2



infinity. Note also that in Eq. �8�, the coefficients ��R /k�R�n

diverge for k→0, while the exact ��k� remains finite for any
�R �23�. This signals a well-known breakdown of the pertur-
bative approach. Conversely, the perturbative expansion is
valid when ��k��k �for k→0�, i.e., when the localization
length exceeds the particle wavelength, a physically satisfac-
tory criterion.

IV. ONE-DIMENSIONAL ANDERSON LOCALIZATION
IN SPECKLE POTENTIALS

A. Analytic results

Let us now examine the consequences of the peculiar
properties of speckle potentials in the light of the above per-
turbative approach. For clarity, we restrict ourselves to 1D
speckle potentials created by square diffusive plates as in
Refs. �13,18� for which ca�u�=sin�u� /u and ĉa�q����1
− �q��, where � is the Heaviside step function �24�. Using
Eqs. �9� and �10�, we find

f2��� =
	

8
��1 − ���1 − �� , �12�

f3��� = −
	

4
��1 − ����1 − ��ln�1 − �� + � ln���� . �13�

The functions f2 and f3 are simple and vanish for ��1
�see Fig. 2�. This property is responsible for the existence of
the first effective mobility edge at k=kc �17�, such that
��k��R���R /k�R�2 for k��R

−1 while ��k��R=O��R /k�R�4

for k��R
−1. The fact that f3 vanishes in the same interval

���1� as f2 exemplifies the general property that odd-n
terms cannot be leading terms in any range of k because ��k�
must be positive whatever the sign of VR. For ��1 however,
f3��� is not identically zero owing to the asymmetric prob-
ability distribution in speckle potentials. The term ��3� can
thus be either positive or negative depending on the sign of
VR �22�.

The function f4 is found similarly from Eq. �11�. While its
expression is quite complicated �see the Appendix�, its be-

havior is clear when plotted �see Fig. 2�. Let us emphasize
some of its important features. First, there is a discontinuity
of the derivative of f4 at �=1 /2. Second, we find a very
narrow logarithmic divergence, f4����−�	 /32�ln�1−�� at
�=1, which signals a singularity of the perturbative approach
�note that it does not appear in Fig. 1 due to finite resolution
of the plot�. Finally, the value �=2 corresponds to the
boundary of the support of f4, showing explicitly the exis-
tence of a second effective mobility edge at k=2�R

−1. Hence,
while ��k��R���R /k�R�4 for k�2�R

−1, we have ��k��R
=O��R /k�R�6 for k�2�R

−1, since f4��� as well as f5��� van-
ish for ��2.

B. Numerics

In order to test the validity of the perturbative approach
for experimentally relevant parameters, we have performed
numerical calculations using a transfer matrix approach. The
results are plotted in Fig. 3: �R=0.02 corresponds to VR /�
=2	�16 Hz in Fig. 3 of Ref. �13� and �R=0.1 to VR /�
=2	�80 Hz in Fig. 3 and to Fig. 4 of Ref. �13�. For �R
=0.02, the agreement between analytical and numerical re-
sults is excellent. The effective mobility edge at k=�R

−1 is
very clear: we find a sharp step for ��k� of about 2 orders of
magnitude. For �R=0.1, we find the same trend but with a
smoother and smaller step �about one order of magnitude�. In
this case, although the Born term for k��R

−1 and the fourth-
order term for k��R

−1 provide reasonable estimates �within a
factor of 2�, higher-order terms—which may depend on the
sign of VR—contribute significantly.

The contribution of the odd terms can be extracted by
taking �+−�−, where �� are the Lyapunov exponents ob-
tained for positive and negative disorder amplitude of same
modulus �VR�, respectively. As shown in the inset of Fig. 3,
the odd terms range from 30% to 70% of the Born term for
0.6�k�R�0.9 and �R=0.1 and are of the order of ��3� in
weak disorder and away from the divergence at k=�R

−1. This
shows that the first correction ��3� to the Born term can be
relevant in experiments.
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n�4
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0.

5.�10
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n�4

FIG. 2. �Color online� Functions fn for n=2, 3, and 4 for a
speckle potential created with a square diffusive plate �solid lines;
see Eqs. �12� and �13� and the Appendix� and comparison with
numerical calculations �points with error bars�. The inset is a mag-
nification of function f4 around �=2.
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FIG. 3. �Color online� Lyapunov exponent ��k� versus the par-
ticle momentum k as determined numerically �solid red lines� and
by perturbation theory up to order 4 �dashed blue lines� for a
speckle potential created with a square plate. The dotted green lines
are the Born term. Inset: comparison of odd and even contributions
in the Born series for �R=0.1.
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For completeness, we have calculated the fn��� as the
coefficients of fits in powers of �R /k�R using series of cal-
culations of ��k� at fixed k and various �R. As shown in Fig.
2, the agreement with the analytic formulas is excellent. In
particular, the numerics reproduce the predicted kink at �
=1 /2. The logarithmic singularity around �=1 being very
narrow, we did not attempt to study it.

V. DIAGRAMMATIC ANALYSIS

Let us finally complete our analysis using diagrammatic
methods, which allow us to exhibit momentum exchange in
scattering processes as compact graphics and thus to identify
effective mobility edges in a quite general way. In 1D, the
localization length can be calculated from the backscattering
probability of ����2� using quantum transport theory. The ir-
reducible diagrams of elementary scattering processes in
speckle potentials have been identified in Ref. �25�.

To lowest order in �R �Born approximation�, the average
intensity of a plane wave with wave vector k backscattered
by the random potential is described by

U2�k� = ¬
•

•

q + k q − k

k k

k k

⊗

⊗

2k

k k

k k

.

�14�

The upper part of the diagram represents � �particle� and the
lower part its conjugate �� �hole�. The dotted line

=�Rĉa�q�•
q

• represents the field correlator; simple
closed loops over field correlations can be written as a po-
tential correlation � ¯ ¯ ¯ � . Backscattering requires dia-
gram �14� to channel a momentum 2k, entering at the par-
ticle, down along the potential correlations to the hole.
Therefore, the diagram vanishes for k�R�1.

At order �R
3 , the only possible contribution is

U3�k� = c.c.

• •

•

p

q + k q − k

k k

k k

+

�15�

The straight black line stands for the particle propagator
�Ek−Ep+ i0�−1 at intermediate momentum p. Diagram �15�
features two vertical field correlation lines, just as diagram
�14�, and thus vanishes at the same threshold k=�R

−1. Evalu-
ating two-loop diagram �15�, we recover precisely contribu-
tion �13�.

Many diagrams contribute to order �R
4 . First there are the

usual backscattering contributions with pure intensity corre-
lations �Figs. 4�a�–4�c��. Both Figs. 4�a� and 4�c� have a
single vertical intensity correlation and vanish for k��R

−1. In
contrast, the crossed diagram �Fig. 4�b�� has two vertical
intensity correlation lines and can thus accommodate mo-
menta up to k=2�R

−1. Performing the integration, we find that
this diagram reproduces those contributions to f4��� for �
� �1,2� that contain factorized correlators �see the Appen-
dix�. Second, there are nine more diagrams, all with nonfac-
torizable field correlations �25�. A single one has not two, but

four vertical field correlation lines, shown in Fig. 4�d�, and
contributes for k�R� �1,2�. Carrying out the three-loop in-
tegration, we recover exactly the nonfactorizable contribu-
tions to f4��� for �� �1,2�.

VI. CONCLUSION

We have developed perturbative and diagrammatic ap-
proaches beyond the Born approximation, suitable to study
1D AL in correlated disorder with possibly asymmetric prob-
ability distribution. In speckle potentials, the k dependence
of the Lyapunov exponent exhibits sharp crossovers �effec-
tive mobility edges� separating regions where AL is due to
scattering processes of increasing order. We have shown it
explicitly for k=�R

−1 and k=2�R
−1, and we infer that there is a

series of effective mobility edges at k= p�R
−1 with integer p

since, generically, diagrams with 2p field correlations or p
intensity correlations can contribute up to k= p�R

−1. This is
because, although speckles are not Gaussian, they derive
from a Gaussian field. Finally, exact numerics support our
analysis for experimentally relevant parameters and indicate
the necessity to use higher-order terms in the Born series
even for k��R

−1. Hence, important features that we have
pointed out, such as odd terms in the Born series for k
��R

−1 and exponential localization for k��R
−1, should be ob-

servable experimentally.
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APPENDIX

Here, we give the explicit formula of the function f4���
for a speckle potential created by a square diffusive plate,
such that the fourth-order term in the Born expansion of the
Lyapunov exponent � reads

��4� = �R
−1� �R

k�R
�4

f4�k�R� .

The function f4��� is the sum of three terms with different
supports:

a)

⊗ ⊗ ⊗

⊗ b)

⊗ ⊗

⊗⊗ c) ⊗ ⊗ ⊗

⊗

d)

• •

••

FIG. 4. Relevant fourth-order backscattering contributions. Con-
trary to the case of uncorrelated potentials �26,27�, the sum of dia-
grams �a�–�c� does not give zero for speckle potentials; only dia-
grams �b� and �d� contribute for k�R� �1,2�.
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f4��� = f4
�0,1/2���� + f4

�0,1���� + f4
�1,2���� ,

where f4
��,����� lives on the interval �� �� ,�� and

f4
�0,1/2���� = −

	3

16
�1 − 2�� ,

f4
�0,1���� =

	

16
�4 − 6� −

10	2

3
�1 − 2�� − �4 − 2��ln��� − � 5

�
− 3��ln�1 − �� + � 1

�
+ ��ln�1 + �� − �4 − 8��ln2���

+ 22�1 − ��ln2�1 − �� + �18 + 14��ln2�1 + �� − 16�1 − ��ln�1 − ��ln��� − 4�1 − ��ln�1 − ��ln�1 + ��

− 32�1 + ��ln���ln�1 + �� − 24�1 + ��Li2��� + 32�1 + ��Li2� �

1 + �
� − 8�Li2� 2�

1 + �
� − 8�1 − 2��Li2�2 −

1

�
�� ,

f4
�1,2���� =

	

32
�− 2 + �1 +

	2

3
�� + 4�Li2�1 − �� − � 2

�
− 2 + ��ln�� − 1� − 2�� − 1� − ln2�� − 1� + 4� ln�� − 1�ln���� ,

where Li2�z�=�z
0dt ln�1− t� / t=�k=1

 zk /k2 is the dilogarithm function.
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This paper was published on 11 August 2009 with mistakes that were inadvertently introduced during the production cycle.
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These typographical errors introduced during the production process do not affect the figures and results presented in the article,
which are all based on the correct equations.
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Chapter 3

BOSE GASES AT EQUILIBRIUM IN
DISORDERED POTENTIALS:
LOCALIZATION AND INTERACTIONS

In brief – The interplay of interactions and disorder is a major problem in quantum physics. It
leads to a variety of effects, which depend crucially on the specific problem at hand. We have
addressed this question for bosons with repulsive interactions in the meanfield regime at equilib-
rium in a disordered potential. We eventually worked out a generic quantum-state diagram, which
shows a variety of states resulting from the interplay of interactions and disorder.

− For strong meanfield interactions, the Bose gas forms a connected condensate. It is weakly
affected by the disorder and is thus extended. We actually showed that repulsive interactions
smooth the disordered potential. In this regime, time-of-flight images display anomalously
large density modulations, which we explain by the dynamics of the time-of-flight process.

− For weak interactions, the Bose gas forms a Lifshits-Anderson glass in strong disordered
potentials, which is described as a Fock state of single-particle localized states. In this
regime, relevant quantities are the single-particle density of states and the participation
length. The equation of state relating this quantities is derived.

− For intermediate interactions, the Bose gas separates in a number of fragments. The cor-
responding fragmented condensate is the weak-interaction counterpart of the Bose glass,
which is characterized by insulting properties and absence of a gap.

Beyond the meanfield background, the dynamical behavior of interacting systems is primarily
governed by collective excitations. For strong meanfield interactions, the latter are Bogolyubov
quasi-particles. We demonstrated many-body Anderson localization of these quasi-particles in
interacting Bose gases. This effect offers an original viewpoint on localization in interacting
quantum systems.

83
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3.1 Combined interactions and disorder in quantum systems

In quantum physics, both repulsive interactions and disorder induce localization effects, which
spark fluid / insulator transitions. The Mott localization –which is driven by interactions in
disorder-free systems– and the Anderson localization –which is driven by disorder in noninteract-
ing systems– are the most fundamental aspects of these transitions in condensed-matter physics
(see Sec. 2.1.1). Both are reasonably well understood, and have been observed independently in
ultracold atomic systems. In many systems however, both particle-particle interactions and dis-
order play significant roles, and an even more difficult question arises: How does the interplay
of particle-particle interactions and disorder affect metal-insulator transitions ? This question
proved very puzzling from the earliest times of Anderson localization (Anderson, 1977) and is
actually still widely open. As we will show, the combined effects of interactions and disorder
leads a variety of phenomena, which crucially depend on the characteristics of the system under
consideration. For instance, we will see that interactions may either hamper or favor localization
in disordered systems, depending in particular on the quantum statistics, the dimension and the
strength of interactions.

In condensed-matter physics, all these aspects may be relevant in various systems, and several
theoretical and/or experimental works unveil intriguing effects, which are not fully understood.
− Dirty bosons are relevant to experiments on 4He in porous media. Landmark experiments

by Reppy and coworkers show that helium films absorbed on porous substrates undergo
suppression of superfluidity when the density increases (Reppy, 1984; Crowell et al., 1995;
1997). This result suggests that in strongly-interacting Bose systems, there exists a critical
density above which repulsive interactions cooperate with disorder to favor localization,
which lead to the key concept of the Bose glass (Hertz et al., 1979; Giamarchi and Schulz,
1987; 1988; Fisher et al., 1989).

− Weakly-interacting fermions are relevant to certain dirty electronic systems. In particular,
experiments performed on metal-oxide semiconductor field effect transistors (MOSFETs)
show an intriguing metal-insulator transition in two dimensions (Kravchenko et al., 1994;
Kravchenko et al., 1995). This observation is usually interpreted by arguing that in dimen-
sion two –which, according to the scaling theory (Abrahams et al., 1979), is the marginal
dimension for Anderson localization– very weak interactions may be sufficient to modify
the scaling flow of the dimensionless conductance so as to give β(g =+∞) a finite positive
value, thus leading to delocalization (see Sec. 2.1.2). This interpretation is however still
strongly debated (Abrahams, 2001).

− Effects of disorder in superconductors are also of major importance. For weak interac-
tions, the Fermi superfluid is well described by the Bardeen-Schrieffer-Cooper (BCS) the-
ory (Bardeen et al., 1957) and formation of spatially extended Cooper pairs consisting of
two fermions of opposite spins and momenta. The famous Anderson theorem indicates
that disorder should not affect very much the BCS superfluid owing to the long-range and
overlapping nature of the Cooper pairs (Anderson, 1959). Surprisingly, d-wave supercon-
ductors are very robust to disorder (Balatsky et al., 2006), which may have several reasons:
(i) disorder lies off the CuO2 planes in the spacer layers, (ii) the short coherence length in
cuprates leads to a very local response to impurities (Nachumi et al., 1996; Ghosal et al.,
2000), and (iii) the effect of disorder is suppressed by strong correlations (Garg et al., 2008).

In most condensed-matter physics systems, disorder modifies simultaneously several ingredi-
ents in the system, such as the Coulomb interaction, electron-phonon couplings, and density of
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states. Control of disorder (Clément et al., 2006; Fallani et al., 2008) and interactions (Roati et al.,
2007; Pollack et al., 2009) in ultracold atomic systems offer particularly promising routes to ad-
dress the interplay of disorder and interactions. Let us briefly comment on the role of interactions
in the early studies of Anderson localization with Bose-Einstein condensates (Billy et al., 2008;
Roati et al., 2008). In the experiments at LENS (Roati et al., 2008), the interactions where almost
exactly cancelled using Feshbach resonance techniques, so they do not play any role. Conversely,
in the experiment at Institut d’Optique (Billy et al., 2008), the interactions do play a crucial role
as they determine the momentum distribution of the expanding condensate (see comments at the
end of page 49). They however do not play a significant role in the Anderson localization process
of the k-waves which are supposed to be independent from each other (Sanchez-Palencia et al.,
2007).

In contrast, stronger interactions may play a non-negligible role. Common belief is that even
weak interactions strongly affect or even destroy localization. The question is how will they af-
fect it ? This question seems relatively simple and well posed. It is not so and actually, even
in most recent works, it appears that different approaches provide apparently contradicting an-
swers in different transport schemes. For instance, recent numerical calculations (Pikovsky and
Shepelyansky, 2008; Palpacelli and Succi, 2008) suggest that for expanding condensates [as in
the experiment at Institut d’Optique (Billy et al., 2008)], repulsive interactions destroy localiza-
tion above a given threshold. Conversely, other recent results (Kopidakis et al., 2008) predict
that localization should persist even in the presence of interactions. Finally, in transmission ex-
periments1, perturbative calculations and numerical results indicate that repulsive interactions
decrease the localization length before completely destroying localization, giving rise to strong
temporal fluctuations (Paul et al., 2007).

In the following, we adopt a different approach to the interplay of particle-particle interactions
and disorder, which proves fruitful, and actually more tractable from a theoretical perspective.
Instead of studying the effects of interactions in transport schemes, we now wonder what is the
quantum state of a zero-temperature gas at equilibrium in a finite, closed box, in the presence of
a disordered potential and of interactions. In orther words, we wonder what is the many-body
ground state and possibly the excitations of the many-body, d-dimensional Hamiltonian (1.1).

3.2 Effects of weak short-range interactions in disordered,
Bose and Fermi systems

In the remainder of this chapter, we restrict ourselves to weak short-range interactions. Strong
interactions also have very interesting effects. A satisfying description of the latter would however
require a complete chapter, and we chose to avoid a too long discussion.

As can be easily anticipated, the effect of interactions significantly depends on the quantum
statistics (Bose or Fermi). A simple analysis actually shows that the difference is not only quan-
titative, but even qualitative.

1A transmission scheme consists in throwing a mono-kinetic wavepacket to a disordered region of finite length
and measure the transmission probability. It is thus also a transport scheme but it however significantly differs from
the expansion scheme. Although the two are equivalent for non-interacting particles, it is not clear that interactions
preserve the equivalence.
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Figure 3.1 | Effect of interactions in disordered gases. The gas is described using the single-particle
states |χν〉. In the presence of disorder, localized states (represented by the spheres; in red when they
are populated) are distributed around. Bose gas: For non-interacting bosons (top, central panel), the
ground state, |χ0〉, only is populated. Attractive interactions (top, left panel) contract this state, thus favoring
localization. Conversely, repulsive interactions (top, right panel) work against localization by populating
more and more |χν〉 states. Fermi gas: In the absence of interactions, a gas of N fermions populates the
N lowest-energy |χν〉 states (bottom, central panel). Then, each state tends to extend under the action
of attractive interactions as for maximizing the overlap between different populated |χν〉 states (bottom,
left panel). Conversely, for repulsive interactions, they tend to minimize their mutual overlap, thus favoring
localization (bottom, right panel) [from (Sanchez-Palencia and Lewenstein, 2010)].

Bosons (upper panel of Fig. 3.1) For vanishing interactions and zero temperature, a gas of
identical bosons populates the single-particle ground state, |χ0〉. Very weak attractive interactions
are expected to favor localization by contracting the Bose gas, but also induce strong instabilities
for moderate attractive interactions, pretty much like those leading to the collapse of trapped Bose-
Einstein condensates (Dalfovo et al., 1999; Pitaevskii and Stringari, 2003). Conversely, weak to
moderate repulsive interactions do not affect much the stability, but work against localization,
by populating an increasing number of single-particle states, |χν〉. Weak repulsive interactions
populate significantly only the lowest-energy states. Since they are strongly bound in rare, low-
energy modulations of the potential (Lifshitz, 1964), their mutual overlap is small.

Fermions (lower panel of Fig. 3.1) - Consider now a Fermi gas. In the absence of interactions,
the gas of N fermions populates the N lowest single-particle states. For low atomic densities
(i.e. nPd � 1, where P is the typical linear size of a localized single-particle state, for instance
the participation length), short-range interactions do not play a significant role as the populated
states are spatially separated. For large-enough density however, they do overlap. Then, for
repulsive interactions, each populated state tends to contract to minimize its overlap with other
populated states, thus favoring localization. This was first pointed out in the context of (repulsive)
Coulomb interactions in (fermionic) electronic dirty systems (Altshuler et al., 1980; Aleiner et al.,
1999). Conversely, for attractive interactions, the populated states tend to extend to maximize their
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overlap, thus favoring delocalization.

Hence, strikingly, weak interactions have opposite effects on localization of bosons and fermions.

3.3 Disordered Bose-Einstein condensates in the presence
of repulsive interactions

In this and the following sections, we review our contributions to the field. We have studied the
interplay of interactions and disorder in weakly-interacting Bose gases. This section is devoted to
the study of Bose-Einstein condensates in the meanfield regime, while the next sections discuss
beyond meanfield properties.

3.3.1 Condensate wave-function

� see paper reprinted on page 103

Introducing disorder, even of small amplitude (in particular in low-dimensional systems) can have
strong consequences on the behavior of non-interacting particles. Hence, interference of multiply-
scattered linear waves from impurities leads to Anderson localization, that is exponential decay of
the wavefunction (Anderson, 1958). What does happen in a Bose-Einstein condensate with weak
repulsive interactions ?

In the meanfield regime, for a very weak disordered potential and strong interactions, the
Bose gas is expected to form a connected quantum fluid (Lee and Gunn, 1990), i.e. a Bose-
Einstein condensate in three dimensions or possibly a quasi-condensate in lower dimensional
systems (Popov, 1972). In this regime, the quantum state is determined by the minimization of
the grand-canonical energy functional

E[n,θ] =
∫

dr

[
~2|∇θ(r)|2

2m
nc(r)+

~2|∇
√

nc(r)|2
2m

+V (r) nc(r)+
g
2

nc(r)2−µ nc(r)

]
, (3.1)

where V (r) is the disordered potential (supposed to be of zero average), m is the atomic mass
and g is the coupling parameter. Since the phase, θ(r), and density, n(r), fields are separated
in Eq. (3.1), we immediately see that the energy is minimum for θ(r) = cst, irrespective to the
behavior of n(r). While in low dimensions, phase fluctuations are strong (Mermin and Wagner,
1966; Hohenberg, 1967), in three dimensions, they are suppressed and ψ(r) =

√
nc(r) up to

an homogeneous (unphysical) phase. In both cases, the density profile nc(r) is governed by the
Gross-Pitaevskii equation (Pitaevskii and Stringari, 2003):

µ =
−~2∇2√nc(r)

2m
√

nc(r)
+V (r)+gnc(r). (3.2)

As pointed out in Sec. 2.1.2, for non-interacting atoms (g = 0), the solutions of Eq. (3.2) are
not trivial, in particular because a simple perturbation approach in powers of VR/µ in the form
ψ = ψ0 + δψ usually diverges, and one should rely on more subtle perturbation theory, for in-
stance the phase formalism approach (Lifshits et al., 1988). Surprisingly enough, for finite re-
pulsive interactions, the nonlinear term, gnc(r), simplifies the problem and it turns out that the
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perturbation series does not show similar divergence. Then, using standard perturbation theory,
the solution of Eq. (3.2) reads (Sanchez-Palencia, 2006)

nc(r) =
µ−Ṽ (r)

g
(3.3)

where, to lowest order2,

Ṽ (r) =
∫

dr′Gξ(r′)V (r− r′) (3.4)

is the convolution of the bare disordered potential V (r) and of the function Gξ(r), the Fourier

transform of which reads Gξ(q) =
(2π)−d/2

1+(|q|ξ)2 , with ξ = ~/
√

2mµ the healing length. Equation (3.3)

holds for weak disorder, i.e. ṼR� µ.

Turning to Fourier space, we find that Ṽ (q) = V (q)
1+(|q|ξ)2 . In this form, it can be easily seen

that Ṽ (r) reproduces the long-wavelength (|q| � 1/ξ) components of V (r) while suppressing the
short wavelengths (|q| � 1/ξ) components. Therefore, the potential Ṽ (r) is called the smoothed
potential (Sanchez-Palencia, 2006). For very strong meanfield interactions (ξ� σR), Ṽ (r)'V (r)
and Eq. (3.3) is the Thomas-Fermi solution, i.e. the spatial modulations of the density profile ex-
actly follow those of the disordered potential. For weaker interactions (ξ & σR), the solution (3.3)
resembles the Thomas-Fermi solution except that the smoothed potential Ṽ (r) takes the place
of the bare disordered potential V (r). It can be easily checked that homogeneity of the bare
disordered potential implies homogeneity of the smoothed disordered potential3. Therefore, the
density profile (3.3) is extended, i.e. it does not show Anderson localization, in strong contrast
to non-interacting particles, even for ξ > σR. Recovering localization requires extremely weak
interactions, but then, the Gross-Pitaevskii approach is no longer sufficient (see Sec. 3.4).

These results can be easily extended to disordered (quasi-)condensates in weak harmonic
traps by applying local density approximation, which amounts to replace the healing length by
a position-dependent healing length, ξ = ~/

√
2mgn0

c(r), where n0
c(r) is the density in the ab-

sence of disorder (Sanchez-Palencia, 2006). These calculations are illustrated in Fig. 3.2 for the
one-dimensional case.

3.3.2 Density modulations in time-of-flight images of disordered Bose-
Einstein condensates

� see paper reprinted on page 111

Ultracold atoms offer a number of measuring techniques to probe the properties of Bose-Einstein
condensates. One of the most routinely used is time-of-flight (TOF) imaging, which consists in
releasing the gas from its trap and let it expand (Ketterle et al., 1999; Ketterle and Zwerlein, 2008).
The TOF dynamics is very well known in various situations, which allows to reconstruct key
features of the initially-trapped gas. For instance, in the absence of interactions, the expansion is
ballistic, which allows one to directly measure the initial momentum distribution [see for instance
(Basdevant and Dalibard, 2002)]. For strong meanfield interactions (Thomas-Fermi regime) and

2For detailed calculations beyond the lowest order, see the PhD thesis of Pierre Lugan (2010).
3A disordered potential is said to be homogeneous if all statistical averages (e.g. 〈V (r)〉, C2(r) = 〈V (r′ +

r)V (r′)〉−〈V 〉2) are independent of the position r (Lifshits et al., 1988).
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Figure 3.2 | Density profiles of a trapped, interacting Bose-Einstein (quasi-)condensate in the pres-
ence of a disordered potential. The dashed black lines correspond to the Thomas-Fermi solution,
n(z) = [µ−V (z)]/g, and the dotted purple lines to the smoothed potential, n(z) = [µ− Ṽ (z)]/g. The solid
red lines are obtained from numerical solutions of the Gross-Pitaevskii equation The dashed green line if
the inverted parabola corresponding to the density profile in the absence of disorder (the condensate of N
atoms has a Thomas-Fermi half-length LTF). a) Regime where ξ < σR. In this case, the density profile
follows the modulations of the disordered potential, V (z) (the curves are hardly distinguished). b) Regime
where ξ > σR. In this case, the density profile does not follow the modulations of the bare disordered poten-
tial, but rather those of a smoothed potential, Ṽ (z) (the solid red line is hardly distinguished from the dotted
purple curve, except at very small scale shown in the inset) [from (Sanchez-Palencia, 2006)].

a harmonic trap, the expansion is self-similar, so that one can access the initial density profile and
reveal small-scale features, such as vortex cores for instance (Fetter, 2009).

Then, what does happen for a condensate created in a disordered potential ? Let us con-
sider a three-dimensional condensate in the Thomas-Fermi regime and in the presence of a one-
dimensional disordered potential, V (z). We define the relative modulations η(z) of the one-
dimensional density profile, n1D(z) =

∫
dρ n3D(ρ) with ρ = (x,y) is the transverse coordinate,

such that n1D(z) = n0
1D(z)[1+η(z)] where n0

1D is the density profile in the absence of disorder.
In the trap center, we expect that the root mean square value of η is ∆η ' 2VR/µ (Sanchez-
Palencia, 2006)4. Experimental results obtained at LENS, Institut d’Optique and Rice University
however show significantly larger density modulations (Lye et al., 2005; Clément et al., 2008;
Chen et al., 2008). A possible explanation that was first raised is that disorder may enhance ther-
mal or quantum phase fluctuations in the initially-trapped condensate. It is indeed known that ini-
tial phase fluctuations develop density fluctuations in TOF images of elongated (non-disordered)
quasi-condensates (Dettmer et al., 2001; Richard et al., 2003). A couple of evidences lead us to
conclude that it is not a correct interpretation in the present case. The most striking one is that ex-
actly the same modulated density profile is observed for different realizations of the TOF process
but with the same realization of the disordered potential. Therefore, the observed modulations
cannot emanate from thermal or quantum fluctuations.

In fact, we have shown that the disorder does not significantly enhance the initial phase fluc-
tuations but that it is the TOF process itself that enhances the density modulations, at least for the
experimental parameters of (Lye et al., 2005; Clément et al., 2008; Chen et al., 2008). We have
first performed numerical calculations within the time-dependent Gross-Pitaevskii approach. The

4Note that for the experimental parameters of (Lye et al., 2005; Clément et al., 2008; Chen et al., 2008), ξ� σR,
so that the smoothing effect is negligible. In a d-dimensional condensate, one finds a root mean square value of VR/µ
(see Sec. 3.3.1). Here the multiplying factor 2 results from the integration over the radial coordinates.
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Figure 3.3 | Dynamics of density modulations
during time-of-flight of a disordered, elongated
Bose-Einstein condensate. The main figure
shows the root mean square of the density modu-
lations as a function of time. The solid red line with
errorbars is the result of numerical calculations, and
the dashed green and dotted blue lines to analytical
calculations for short and long times respectively.
The inset shows an experimental one-dimensional
profile imaged after an expansion time of 17ms for
VR/µ' 0.4 [adapted from (Clément et al., 2008)].

numerical results reproduce quantitatively and qualitatively the experimental observations, thus
confirming that initial phase fluctuations –which are not included in the numerics– are not rele-
vant. In turn, we have elaborated the following two-stage scenario.

− When the trap and the disordered potential are switched off at time t = 0, the expansion
of the elongated condensate is essentially radial. The small initial density modulations
(of the order of 2VR/µ), which are longitudinal, are thus frozen. They correspond to an
inhomogeneous local chemical potential µ− gn(z), since the disordered potential and the
trap are now switched off. In the Thomas-Fermi regime, it induces an inhomogeneous
phase, which reads θ(z) ' µ−gn(z)

g
t
~ = V (z)t

~ at short times (t � 1/ω⊥) and saturates to the

final value θ(z)' π
2

V (z)
~ω⊥

in the long times limit.

− This produces a strong disorder-induced modulation of the phase in the expanding conden-
sate, of root mean square value of the order of (π/2)(VR/~ω⊥). In a later stage, the phase
modulations –which correspond to an inhomogeneous velocity gradient in the longitudinal
direction– are converted into (time-dependent) density modulations along z, ∆η ∝ VR/~ω⊥.

This mechanism, which is just outlined here [see (Clément et al., 2008) as well as (Chalker and
Shapiro, 2009) for details], allows for analytical calculations in good agreement with numerical
results, as illustrated in Fig. 3.3. In brief, we find that ∆η(t) is initially 2VR/µ, as expected. Then
∆η(t) slightly decreases because, when released from the disordered potential, the condensates
tends to fill its holes. Finally, ∆η(t) strongly increases as a result of the development of density
modulations induced by the inhomogeneous phase produced during the initial (radial) expansion
stage.

We have hence shown that the large modulations observed at LENS, Institut d’Optique and
Rice University in TOF images of disordered condensates do not rely on initial disorder-induced
phase fluctuations. They actually result from the TOF process of a condensate with small initial
density modulations but without phase fluctuations. These results do not exclude that in other
regimes, phase fluctuations are enhanced by disorder. This may happen for instance in a regime
of Anderson localization of Bogolyubov excitations (Lugan et al., 2007b). Our work actually
shows that revealing this possible effect via TOF images as in (Dettmer et al., 2001; Richard et al.,
2003) requires taking into account the phase modulation which develops during the first stage of
the TOF.
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3.4 Localization versus interactions in ultracold Bose gases:
A schematic quantum-state diagram

� see paper reprinted on page 117 (collaboration with Maciej Lewenstein)

The analysis of Sec. 3.3.1 performed in the framework of the Gross-Pitaevskii equation shows that
strong repulsive interactions in the meanfield regime suppress Anderson localization. It has been
addressed by considering the perturbative effect of disorder on a (quasi-)condensate with a given
amount of interactions. We then found that the condensate density is modulated by the disordered
potential, inducing in particular troughs in the vicinity of local maxima of the disordered potential.
This analysis is expected to break down when the amplitude of disorder (possibly corrected by
the smoothing effect) becomes of the order of magnitude of the interaction energy per particle.
Ultimately, for vanishing interactions, one should recover an Anderson-localized state. In this
section, we interpolate between the two regimes with the aim of drawing a clear physical picture
illustrated by a schematic quantum-state diagram.

3.4.1 Quantum states

Let us consider a Bose gas in dimension d with repulsive interactions in a disordered potential,
which, in three dimensions, we assume sufficiently strong that the lowest-energy states are lo-
calized. We assume that the gas is confined in a large5 flat box of d-dimensional volume Ω and
consider the many-body ground-state properties. Our point of view is to fix the disordered poten-
tial and then discuss the main features of the quantum states that can appear when increasing the
strength of interactions.

Anderson-Lifshits glass (weak interactions) - In the absence of interactions, all N bosons
condense into the ground state |χ0〉 of a single particle in the disordered potential, which is
assumed to be localized. The N-body wavefunction of the Bose gas is thus the Fock state
|Ψ〉 = (N!)−1/2(b̂†

0)
N | /0〉 where b̂†

0 is the creation operator of a boson in state |χ0〉. This state
is however strongly instable against even very weak interactions, at least in large systems. This
can be intuitively understood: In a homogeneous disordered potential of large size5, the ground
state |χ0〉 will have many similar low-energy partners |χν〉 –i.e. with energy and spatial exten-
sion similar to those of |χ0〉– but far apart. Then, distributing the atoms among these states does
not significantly change the kinetic and potential energy but significantly lowers the interaction
energy.

The many-body quantum state of the Bose gas is hence determined by the distribution of the N
bosons in the lowest-energy single-particle eigenstates, {|χν〉,ν ∈N}, of the disordered potential.
This is represented by the Fock state

|Ψ〉 = ∏
ν>0

1√
Nν!

(b†
ν)

Nν | /0〉, (3.5)

where the number Nν of bosons in the single-particle eigenstate |χν〉 results from the competi-
tion between the single-particle energies εν and the self-interaction energies, Uν = gP−1

ν , where

5Here, ‘large’ means much larger than the typical spatial extension of the lowest-energy single-particle states in
the disordered potential.
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P−1
ν =

∫
dr|χν(r)|4 is the inverse participation volume, of all populated localized states. This

description is expected to hold as long as the populated states are sufficiently far apart that the
inter-state interaction terms, proportional to g

∫
dr |χν1(r)|2|χν2(r)|2, are negligible (se below).

Then, minimization of the energy corresponding to the state (3.5), provides the number of atoms
in each single-particle state:

Nν = [µ− εν]/Uν for µ > εν (3.6)
Nν = 0 otherwise,

where µ is the chemical potential6. This equation allows us to determine the equation of state

gnc =
∫ µ

−∞
dε D(ε)(µ− ε)P(ε), (3.7)

where nc = N/Ω is the average density, and D(ε) is the density of states per unit volume. Further
numerical calculations confirm this equation of state which is characteristic of the Anderson-
Lifshits glass (Lugan et al., 2007a).

In this regime, the main effect of repulsive interactions is thus to delocalize the Bose gas by
populating more and more single-particle states |χν〉 located at different positions, but each |χν〉
is not significantly changed. This regime is sometimes called the Anderson glass (Scalettar et al.,
1991; Damski et al., 2003; Roth and Burnett, 2003). We stress however that, in this regime,
the exponential decay of the localized states |χν〉 –which is the most celebrated characteristics
of Anderson localization (see Chap. 2)– is not the most relevant quantity. Conversely, the above
analysis shows that the relevant quantities are i) the density of states D(ε) and ii) the participation
volume P(ε) in the so-called Lifshits tail (Lugan et al., 2007a). In turn, the localization length,
which characterizes the exponential decay of the low-amplitude far tails of |χν〉, significantly
differs from the participation length P1/d

ν , which characterizes the typical size of |χν〉 and is mainly
determined by its high-amplitude core. We thus rather call this regime the Anderson-Lifshits glass
regime.

Bose-Einstein condensate (strong meanfield interactions) - When the interaction strength is
very large, the number of populated Lifshits states is so large that they significantly overlap. It is
thus no longer convenient to work in the basis of the Lifshits states. Rather, we expect to recover
the connected condensate regime, which is described by a single-particle wavefunction, governed
by the Gross-Pitaevskii equation (see Sec. 3.3.1). Then, for µ� ṼR, the density profile of the
Bose gas is given by Eq. (3.3): nc(r) = [µ−Ṽ (r)]/g. Since the average value of the disordered
potential V has been assumed to be zero (without loss of generality), the average value of the
smoothed disordered potential Ṽ vanishes, and the equation of state of the (quasi-)condensate
immediately follows from Eq. (3.3):

gnc ' µ. (3.8)

This equation of state drastically differs from that of the Anderson-Lifshits glass, in particular, it
only weakly depends on the disordered potential (Lugan et al., 2007a).

6Interestingly, Eq. (3.6) is formally equivalent to a Thomas-Fermi profile where ν would be a position, εν the
potential, and NνP−1

ν the local density. This is due to the fact that the single-particle states |χν〉 are strictly eigenstates
of the non-interacting Hamiltonian. Therefore, the tunneling between two states is strictly zero, i.e. the kinetic energy
vanishes as in the usual Thomas-Fermi limit.
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Using the definition of the smoothed potential, given by Eq. (3.4), we find that the standard
deviation of the smoothed potential is

ṼR =

√
1

(2π)d/2

∫
dq

Ĉ(q)
[1+(ξ|q|)2]

2 (3.9)

where C(r) = 〈V (r+r′)V (r′)〉 is the two-point correlation function of the bare disordered poten-
tial, the typical width of which is the correlation length σR, and Ĉ(q) = (2π)−d/2 ∫ ddr C(r)e−iq.r

is the Fourier transform. From the relations µ ∝ 1/ξ2 and Ĉ(q) ∝ 〈|V̂ (q)|2〉 ≥ 0, we then find that

the modulations of the density profile, ∆nc =

√
〈(nc(r)−nc)

2〉= ṼR, increase when the chemical
potential increases (up to a saturation value of VR). However, the relative modulations of the den-
sity profile, ∆nc/nc = ṼR/µ, decrease when the chemical potential µ increases. More precisely, we
find

∆nc

nc
=

ṼR

µ
' VR

µ
for µ� ER (i.e. for ξ� σR) (3.10)

and
∆nc

nc
=

ṼR

µ
∝

VR

µ1−d/4Ed/4
R

for µ� ER (i.e. for ξ� σR), (3.11)

where ER = ~2/2mσ2
R is the energy associated to the disorder correlation length. These relations

are universal in the sense that they do not depend on the details of the disordered potential. Equa-
tion (3.10) corresponds to the regime of negligible smoothing. In turn, Eq. (3.11) corresponds to
a situation where the correlation length of the disordered potential is much smaller than the other
typical length scale of the problem (the healing length ξ), and thus corresponds to the white-noise
limit (σR→ 0 and V 2

R σd
R = cst).

Fragmented condensate (intermediate interactions) - The intermediate regime is more diffi-
cult to describe, and precise analytical predictions are difficult to make, mainly because the effects
of disorder and interactions are of the same order of magnitude. In the Anderson-Lifshits regime,
disorder dominates: It determines the shape of the separated islands (the Lifshits states), and the
role of increasing interactions is just to populate more and more states, without significantly af-
fecting the shape of each islands. In the connected condensate regime, the interactions dominate:
There is a single island, the shape of which depends on the interaction strength, and as discussed
above, the relative modulations actually decrease when the interaction strength increases. The in-
termediate regime interpolates between these two regimes, and it is then not possible to separate
the role of disorder and interactions any longer. Then, the Bose gas separates in various fragments,
the number, the shapes and the populations of each are all determined by the complex interplay of
disorder and interactions. In turn, it is possible to estimate the boundaries of this regime –which
we call fragmented condensate regime– from the breakdown of the Anderson-Lifshits description
on one hand, and of the connected condensate regime on the other hand (see Sec. 3.4.2).

The above description relies on a microscopic approach, which allowed us to discriminate be-
tween the various states of the system. If we now rely on macroscopic features, we can easily
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see that there are only two different phases: (i) a gapless insulator, i.e. a Bose glass phase (Gi-
amarchi and Schulz, 1988; Fisher et al., 1989), which corresponds to the Anderson-Lifshits and
fragmented condensate regimes, and (ii) a fluid (coherent in 3D) phase, which corresponds to the
connected condensate regime.

In the Anderson-Lifshits glass regime, the Bose gas forms a Fock state of localized states. It
is thus an insulator. In addition, it is compressible owing to the gapless distribution of the single-
particle energies εν in infinite systems. The fragmented condensate regime also corresponds to
an insulator, due to fragmentation into disconnected islands. It is compressible because each
fragment smoothly adapts to a slight increase of the interaction strength, just like in a single con-
densate. Only the connected condensate regime corresponds to a superfluid phase. This picture is
valid as long as the Bose gas remains in the weakly-interacting regime. For stronger interactions,
it may suffer a second transition to an insulating Bose glass phase (Giamarchi and Schulz, 1988;
Fisher et al., 1989).

3.4.2 Quantum-state diagram

Drawing the quantum-state diagram of an interacting, disordered Bose gas is not straightforward.
On one hand, the interaction strength g does not directly determine the various states. We will
thus rather use the chemical potential µ. First, it can serve as a measure of the interaction strength
as it is expected to be an increasing function of g. This can be easily checked from Eq. (3.7) in the
Anderson-Lifshits regime, and from Eq. (3.8) in the connected condensate regime. Although, it
remains to be checked, it is reasonable to assume that it is still valid in the fragmented condensate
regime. Second, we will show that µ is a convenient parameter to determine the quantum state
of the interacting, disordered Bose gas. On the other hand, the disorder is determined by sev-
eral quantities, i.e. its amplitude, its correlation length, and the model under consideration (e.g.
uncorrelated impurity potential, blue- or red-detuned speckle potentials, ...). Here we choose the
amplitude VR as a measure of the disorder strength. We will then show that it is convenient to
fix the parameter αR = ~2/2mσ2

RVR, i.e. when changing the amplitude VR, the correlation length
σR changes accordingly. This leads to the schematic diagram of Fig. 3.4a, which we comment
below. Let us fix the disordered potential and change the interaction strength (i.e. we travel along
a horizontal line in the diagram).

Forbidden region - Depending on the model of disorder, the density of states D(ε) may van-
ish for ε < εmin. For instance, this occurs when the disordered potential is bounded below (i.e.
V (r) ≥ Vmin), an example of which is the case of blue-detuned speckle potentials (see Box 1,
page 43). Then, the chemical potential µ cannot be smaller than εmin. This defines a forbidden
region (hatched gray in Fig. 3.4a). Scaling arguments that we do not repeat here, show that
εmin ∝ VR (Lugan et al., 2007a). The multiplying coefficient only depends on αR, which we have
fixed in the diagram, and is negative since we assume that 〈V 〉= 0. Should it exist, the forbidden
region is thus bounded by a straight line with a negative slope in the diagram. If the density of
states does not vanish for ε→−∞, the forbidden region simply does not exist.

Anderson-Lifshits regime - For weak interactions, the Bose gas is in the Anderson-Lifshits
regime (green in Fig. 3.4a). In this regime, when the strength of interactions increases, the number
of populated Lifshits states, N LS =Ω

∫ µ
−∞ dε D(ε), increase. When this number becomes too large,

some Lifshits states start to overlap, so that the mutual interaction terms, g
∫

dr |χν1(r)|2|χν2(r)|2,
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Figure 3.4 | Quantum states of a Bose gas with repulsive interactions in a disordered potential.
a) Schematic quantum-state diagram. The crossovers between the various regimes are controlled by
the single parameter αR = ~2/2mσ2

RVR which is fixed in the figure (i.e. moving along the vertical axis, σR

changes together with VR so that the product VRσ2
R does not change). The hatched part corresponds to a

forbidden zone (µ < Vmin). Note that the smoothed condensate regime exists only in the quantum disorder
regimes, i.e. when αR & 1 [from (Lugan et al. 2007a)]. b) Representations of the quantum states in the
different regimes. From up to bottom: single-particle Lifshits states (they are strongly localized states;
the interactions determine their populations without changing significantly their shapes); fragmented Bose-
Einstein condensate; connected (quasi-)condensate (the blue area represents the Thomas-Fermi solution:
nc(r) = [µ−V (r)]/g and the red line the smoothing solution, Eq. (3.3) for ξ' σR).

cannot be neglected any longer, and the equation of state (3.7) breaks down. Although a precise
typical boundary of the Anderson-Lifshits regime can strongly depend on the model of disorder,
a simple upper bound is given by estimating the volume occupied by the populated Lifshits states,
assuming that they do not overlap significantly, i.e. Ω

∫ µ
−∞ dε D(ε)P(ε). When this volume ex-

ceed the total volume, the populated Lifshits states have to overlap. The Bose gas then enters the
fragmented condensate regime when

∫ µ
−∞ dε D(ε)P(ε) ∼ 1. Again, scaling arguments discussed

in (Lugan et al., 2007a) show that D(ε) = (VRσd
R )
−1 ζαR(ε/VR) and P(ε) = σd

R παR(ε/VR), where
the functions ζαR and παR depend on the parameter αR and on the model of disorder. Then, the
above large-interaction boundary of the Anderson-Lifshits regime reduces to∫ µ/VR

−∞
du ζαR(u)παR(u)∼ 1, (3.12)

which again is a straight line in the diagram, the slope of which depends on αR and the model
of disorder. We remind that this estimate is in principle just an upper bound. We expect it is
actually quite good for a one-dimensional blue-detuned speckle potential, because the lowest-
energy Lifshits states spread over quite homogeneously (see Fig. 3.4b, upper panel).

(Quasi-)condensate regime - For large interactions, the Bose gas forms a connected conden-
sate (red in Fig. 3.4a). In this regime, when the strength of interactions decreases, the relative
modulations of the density profile increase. Then, the Bose gas separates into fragments (blue
in Fig. 3.4a), when the modulations ∆nc are of the order of the average density itself, nc, i.e.
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when ṼR ∼ µ. The boundary between the connected and fragmented condensate regimes is fully
analytical so that one can draw it easily on any diagram. According to Eqs. (3.10) and (3.11), it
corresponds to

VR ∼ µ for ξ� σR (3.13)
and

VR ∼ µ1−d/4Ed/4
R for ξ� σR. (3.14)

For the diagram of Fig. 3.4a where the parameter αR is fixed, it can be found using Eq. (3.9) and the
scaling C(r) = V 2

R c(r/σR), where c(u) is the reduced correlation function of the disorder, which
only depends on the model of disorder. We then find the boundary between the two regimes:

VR

µ

√√√√ 1
(2π)d/2

∫
dκ

ĉ(κ)[
1+
(

VR
µ

)
αR|κ|2

]2 ∼ 1. (3.15)

Again, this boundary is a straight line in the diagram, the slope of which depends on αR and the
model of disorder. Note that this boundary can be regarded as a classical percolation threshold for
the smoothed potential Ṽ (r), the existence of which can depend on the spatial dimension and on
the model of disorder.

3.4.3 Numerical and experimental investigations

In this section, we discuss some recent numerical and experimental investigations of the quantum-
state diagram in the context of ultracold atoms.

Numerical results - Numerical calculations performed within the Gross-Pitaevskii approach
confirm the above description, both qualitatively and quantitatively. Schulte et al. (2005; 2006)
and Lye et al. (2007) studied the delocalization of a Bose gas by repulsive interactions in a one-
dimensional quasi-periodic lattice. A principal lattice serves to create a deep periodic potential, so
that the atomic dynamics is governed by the Bose-Hubbard Hamiltonian, i.e. Eq (1.3) for a single
bosonic species. Then, pseudo-disorder is introduced with the help of one or two weak additional
lattices, with incommensurate lattice spacings. This indeed produces a suitable pseudo-random
potential in finite-size systems (Sokoloff, 1985; Damski et al., 2003; Roth and Burnett, 2003).
The numerical solutions of the Gross-Pitaevskii, taking into account the full polychromatic lattice,
show a single strongly localized density peak in the absence of interactions. When the interaction
strength grows, several peaks appear. The atoms redistribute in all, but the shape of each does
not significantly change. This is consistent with the above description of the Anderson-Lifshits
regime. For larger interactions, the density peaks merge, forming a single delocalized condensate,
the relative density modulations of which decrease. This is consistent with the condensate regime.

In collaboration with Maciej Lewenstein, we have performed a more quantitative study. We
have used a similar numerical approach but for a one-dimensional blue-detuned speckle poten-
tial. Our results confirm those obtained for quasi-periodic lattices. Moreover, we have studied
the behavior of the chemical potential µ versus the strength of interactions gnc. The results are
reported on Fig. 3.5, together with analytical predictions in the Anderson-Lifshits [Eq. (3.7)] and
condensate [Eq. (3.8)] regimes. A crossover between the two regimes is clearly observed. It is
worth stressing that in principle the Gross-Pitaevskii approach is not sufficient to treat the problem
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Figure 3.5 | Crossover from Lifshits
to condensate regimes. Chemical
potential of a 1D Bose gas in a speckle
potential versus interactions. The
black points are numerical solutions
of the Gross-Pitaevskii equation; the
solid red and dotted blue lines are the
analytic predictions (3.7) and (3.8) in
the Lifshits and condensate regimes.
Here E0 = ~2/2mL2 with L the box
size [from (Lugan et al., 2007a)].

because it relies on a single-orbital description where all particles a described by a single classical
field ψ(z) (or n(z) here, since we do not consider the phase). This is expected to be wrong in
the Anderson-Lifshits and fragmented condensate regimes, where the bosons occupy various or-
bitals. The Gross-Pitaevskii equation is however still reliable to study local variables, such as the
density profile or the chemical potential, which are expected to be weakly affected by taking into
account more orbitals because they are spatially separated. Conversely, this approach completely
breaks down when studying non-local quantities, such as momentum distributions or correlation
functions.

The behavior of the correlations in a disordered, interacting Bose gas provides further in-
sight on the quantum-state diagram. For instance, in one dimension, it is expected that the one-
body correlation function, G(z,z′) = 〈Ψ†(z)Ψ(z′)〉, decays algebraically in the extended quasi-
condensate regime (Schwartz, 1977; Andersen et al., 2002; Mora and Castin, 2003). Con-
versely, in the Bose glass regime, long-range correlations should be suppressed and one rather
expects that G(z,z′) decays exponentially (Giamarchi and Schulz, 1988; Fisher et al., 1989).
Fontanesi et al. (2009; 2010) have studied the fluid-insulator transition in a one-dimensional Bose
gas at zero temperature, using the Bogolyubov approach. By analyzing the behavior of the one-
body correlation function, they confirmed the scaling of the boundary line between connected and
fragmented condensate regimes (Lugan et al., 2007a). More precisely, Fontanesi et al. found that
the boundary corresponds to VR∼ µγ, where γ' 0.75±0.03 in a regime where ξ> σR, and γ' 1 in
a regime where ξ < σR. These numerical results are in very good agreement with our predictions
of Eqs. (3.13) and (3.14) in dimension d = 1.

Experiments - Experimental investigations of the effect of repulsive interactions on localization
in Bose gases at equilibrium have been performed in the group of Massimo Inguscio at LENS
(Deissler et al., 2010). The experiment slightly differs from our analysis (Lugan et al., 2007a),
mainly because a bichromatic lattice is used, instead of a continuous disordered potential. First,
the system is discretized owing to the strong primary lattice potential. Second, quasi-disorder is
introduced by the use of a weak secondary lattice with a period, incommensurate with that of the
primary lattice, thus realizing the Harper-Aubry-André model (Harper, 1955; Aubry and André,
1980). We stress that the description of the quantum-state diagram of Fig. 3.4 mainly rely on
the existence of isolated, strongly-localized low-energy single-particle states. As demonstrated
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Figure 3.6 | Phase coherence of an in-
teracting Bose gas in a one-dimensional
bichromatic lattice. Shown is the expec-
tation value of the one-body density matrix
at 4.4d –i.e. the distance separating neigh-
boring single-particle localized states– as a
function of interactions (Eint) and disorder
(∆). The white dashed line enlightens the
crossover from strong to weak correlations
and the black dashed line corresponds to
∆/J = 12 [from (Deissler et al., 2010)].

by Roati et al. (2008), the bi-chromatic lattice Bose gas does sustain such strong localization of
low-energy single-particle states. Our diagram is thus also applicable to this case. The main
difference compared to the above description, which holds for a truly disordered potential, is
that the density of states does not display Lifshits tails in the bichromatic lattice, and the strong
disorder, low-interaction state should rather be referred to as the Anderson glass.

For the parameters of the experiment by Deissler et al. (2010), the single-particle localized
states are separated by a distance of about ∼ 4.4d (d is the principal lattice spacing). Then co-
herence or absence of coherence between adjacent localized states can be probed by measuring
the expectation value of the one-body density matrix at this distance, g(4.4d). In the experiment,
this is done by Fourier analysis of momentum distributions obtained from time-of-flight images7.
Measurements of the value of g(4.4d) as a function of the interaction (Eint) and disorder (∆) is
reproduced in Fig. 3.6. In the absence of interactions (Eint = 0), Deissler et al. (2010) found a
crossover from strong correlations for ∆/J . 2 to strong correlations for ∆/J & 2. This is consis-
tent with the expected metal-insulator transition associated to the one-dimensional Aubry-André
model (Aubry and André, 1980). In the presence of repulsive interactions (Eint > 0), the crossover
is shifted towards larger values of the disorder strength. This is consistent with the idea that local-
ized single-particle states merge, thus building up coherence of neighbor states, when repulsive
interactions increase. Deissler et al. (2010) found a crossover scaling consistent with the expected
Eint ∝ ∆ for ∆� 2J.

3.5 Many-body Anderson localization in interacting Bose-
Einstein condensates

� see papers reprinted on pages 121 and 125 .

In Secs. 3.3 and 3.4, we have discussed the ground state properties of a Bose gas at equilibrium
in a disordered potential, which results from the competition between repulsive particle-particle
interactions and single-particle localization. In this section, we adopt a different point of view
and look for traces of Anderson localization at the many-body level. In other words, we no

7The time-of-flight expansion is performed after switching off the interactions via a Feshbach resonance tech-
nique. Its dynamics thus do not affect the measurement of momentum distributions in the lattice.
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longer study localization of single particles, but rather localization of collective states, which
the relevant states in interacting systems (Basko et al., 2006). Let us consider a Bose gas in a
weak disordered potential with repulsive binary interactions, weak-enough to be in the meanfield
regime but strong-enough that the ground state is in the non-fragmented condensate regime (for
any ratio ξ/σR, i.e. with or without smoothing). In this case, the ground state of the Bose gas has
an extended density profile owing to the strong interactions (see Sec. 3.3). Then, collective effects
emerge when, going beyond the Gross-Pitaevskii approach (Dalfovo et al., 1999; Pitaevskii and
Stringari, 2003), one considers the excitations of the Bose gas. The latter are strongly affected
by the interactions and correspond to nearly non-interacting Bogolyubov quasiparticles, which
can be regarded as bare particles surrounded by a halo representing the main contributions of the
interaction terms with neighboring particles (Fetter and Walecka, 2002).

The quasiparticle spectrum is found from the Bogolyubov perturbation theory in the Popov
form, which is valid for condensates as well as quasi-condensates (Bogolyubov, 1947; Bogolyubov,
1958; Popov, 1983). We write the field operator Ψ̂(r) = eiθ̂(r)

√
n̂(r) with n̂(r) = nc(r)+ δn̂(r)

where nc = 〈n̂〉 and

θ̂(r) =
−i

2
√

nc(r)
∑
ν
[ f+ν (r) b̂ν−h.c.] (3.16)

δn̂(r) =
√

nc(r)∑
ν
[ f−ν (r) b̂ν +h.c.] (3.17)

are the phase and density fluctuations operators. Then, expanding the grand-canonical, many-
body Hamiltonian

Ĥ =
∫

dr Ψ̂†(r)
[
−~2∇2

2m
+V (r)−µ

]
Ψ̂(r)+

g
2

∫
dr Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r) (3.18)

in the limit of small phase gradients (~2|∇θ̂|2/2m� µ) and small density fluctuations (δn̂� nc),
we end up with the Bogolyubov-de Gennes equations (de Gennes, 1966):[−~2∇2

2m
+V + gnc−µ

]
f+ν = εν f−ν (3.19)[−~2∇2

2m
+V +3gnc−µ

]
f−ν = εν f+ν . (3.20)

where nc is the (quasi-)condensate background density, which is governed by the Gross-Pitaevskii
equation (3.2). The behavior of the Bogolyubov quasiparticles is then determined by the shape
of the amplitudes f±k (r). For instance exponential decays of their envelope in the presence of
disorder would signal collective Anderson localization.

As it is well known (Pitaevskii and Stringari, 2003), in a homogeneous Bose gas (V (r) ≡ 0),
the Bogolyubov quasiparticles are plane waves of wave vector k with the dispersion relation
εk =

√
Ek(Ek +2µ) where Ek = ~2k2/2m is the energy of a non-interacting particle with k = |k|.

The spectrum thus crosses over from phonons at low momenta (εk'
√

µ/m~k for k� 1/ξ) to free
particles at large momenta (εk' µ+Ek for k� 1/ξ). In the presence of weak disorder (V (r)� µ),
several approaches can be used to solve the Bogolyubov-de Gennes equations (3.19) and (3.20).
For instance, Bilas and Pavloff (2006) used the hydrodynamic and transfer matrix techniques
for one-dimensional uncorrelated disorder, and Gurarie et al. (2008) used renormalization group
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theory of the uncorrelated Bose-Hubbard model. Here, we present a more general approach,
which is valid for weak, correlated disordered potentials in any dimension (Lugan et al., 2007b).

Under appropriate conditions which mainly reduce to weak disorder –see (Lugan and Sanchez-
Palencia, 2011) for details– the Bogolyubov-de Gennes equations can be mapped onto the follow-
ing Schrödinger-like equation:

−~2∇2

2m
g+k +Vk(r)g+k '

~2k2

2m
g+k , (3.21)

where the function g+k (r) =
√ρk f+k (r)+ (1/

√ρk) f−k (r), with ρk =
√

1+1/(kξ)2, is a linear
combination of the Bogolyubov quasiparticle amplitudes f±k (r) and

Vk(r) =V (r)− 1+4(kξ)2

1+2(kξ)2 Ṽ (r) (3.22)

is a screened potential. Note that in the presence of disorder, the energy ε of a quasiparticle is
well-defined quantum quantity, in contrast to k. As for the phase-formalism of bare particles
(see Sec. 2.1.2), we formally define the quantity k from the dispersion relation for non-disorder
quasiparticles, ε =

√
(~2k2/2m)[(~2k2/2m)+2µ], which has a unique solution in k.

Since Eq. (3.21) is formally equivalent to a Schrödinger equation for bare particles of wavevec-
tor k in a disordered potential Vk(r), one can expect Anderson localization of Bogolyubov quasi-
particles and apply standard techniques to determine the localization properties of a non-interact-
ing particle with a given energy, in any spatial dimension. It is however worth stressing that the
screened disordered potential Vk(r) is a k-dependent linear combination of the bare disordered po-
tential V (r) and of the smoothed disordered potential Ṽ (r), which accounts for disorder-induced
density modulations of the (quasi-)condensate background (see Sec. 3.3). This has important con-
sequences and the localization properties of Bogolyubov quasiparticles turn out to significantly
differ from those of non-interacting particles (Bilas and Pavloff, 2006; lugan et al., 2007b; Gu-
rarie et al., 2008; Lugan and Sanchez-Palencia, 2011). While for usual disordered potentials –i.e.
when the power spectrum is a decreasing function k–, the localization length of non-interacting
particles increases with the energy Ek = ~2k2/2m, the localization length of Bogolyubov quasipar-
ticles versus k (or equivalently versus ε) shows a non-monotonic behavior. For a one-dimensional
disordered potential, we found a general relation between the Lyapunov exponents (inverse local-
ization length) of a Bogolyubov quasiparticle (Γk) and of a bare particle (γk) of same k:

Γk = [S(kξ)]2 γk (3.23)

where S(kξ) = 2(kξ)2/[1+2(kξ)2] is the screening function. In the phonon regime (i.e. for k�
1/ξ), the disordered potential is strongly screened and the Lyapunov exponent of a Bogolyubov
quasiparticle is much smaller than that of a bare particle with the same wavenumber (Γk � γk)
and Γk increases with the Bogolyubov quasiparticle energy ε (i.e. with k). This behavior is similar
to that of phonons in elastic media (Ishii, 1973). Conversely, in the free-particle regime (i.e. for
k� 1/ξ), the relevant Fourier component of the disordered potential is hardly screened8. Then,

8We recall that Anderson localization in one dimension relies on back-scattering processes, which is determined
by the sole Fourier component at 2k of the disordered potential (see Sec. 2.1.2). Now, since Ṽ (q) = V (q)

1+(qξ)2 , we

see from Eq. (3.22) that Vk(2k) = V (2k)− 1+4(kξ)2

1+2(kξ)2
Ṽ (2k)

1+(2kξ)2 = S(kξ)V (2k). Therefore, in the free-particle regime

(k� 1/ξ), one finds Vk(2k)'V (2k).
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Figure 3.7 | Anderson localization of Bogolyubov quasiparticles for one-dimensional quasi-
condensates in a speckle potential. a) Contour plot of the Lyapunov exponent of the Bogolyubov quasi-
particles in a speckle potential, as given by Eq. (3.24). The black dashed line corresponds to the effective
mobility edge, beyond which the lowest order terms of the Lyapunov exponent vanish. The green solid
line represents the wave-vector of maximum localization for each ratio σR/ξ. b) Numerically-calculated
Lyapunov exponents of the Bogolyubov quasiparticles in a one-dimensional speckle potential for σR = 3.7ξ
(blue diamonds), σR =

√
3/2ξ (red open triangles), and σR = 0.4ξ (green dots), and VR/µ= 0.05. The solid

lines correspond to Eq. (3.24), and the dashed lines to small corrections of the order of V 3
R [not described in

this document; for details, see (Lugan and Sanchez-Palencia, 2011)].

as expected, the Lyapunov exponent of a Bogolyubov quasiparticle approximately equals that of
a bare particle with the same wavenumber (Γk ' γk) which decays as a function of k.

For a one-dimensional speckle potential created by a square aperture, we find the explicit
formula (Lugan et al., 2007b):

Γk =
π
8

(
VR

µ

)2 σRk2(1− kσR)

[1+2(kξ)2]2
Θ(1− kσR) (3.24)

which is plotted in Fig. 3.7a as a function of k and the ratio σR/ξ. We have performed direct nu-
merical integration of the Gross-Pitaevskii equation (3.2) and of the Bogolyubov-de Gennes equa-
tions (3.19) and (3.20), and shown evidence of exponentially decaying functions g+k (or equiva-
lently of f±k (r)) with localization lengths in good agreement with the analytic prediction (3.24),
as shown in Fig. 3.7b.

Hence, while the (quasi-)condensate background is extended as a result of the competition be-
tween repulsive interactions and single-particle localization, the Bogolyubov quasiparticles show
evidence of many-body exponential localization. This is a striking example of Anderson local-
ization in the presence of strong interactions. A possibly useful extension of our work for exper-
imental purposes would be to include the effect of harmonic trapping. Experimentally, Anderson
localization of Bogolyubov quasiparticles has not been observed yet and it remains an important
challenge to excite and detect single-mode Bogolyubov quasiparticles in the bulk of a conden-
sate. One possibility would be to imprint a moving quasi-plane wave in a small region of the
condensate and observe localization, i.e. suppression of transport. Another possibility would be
to use Bragg spectroscopy which has been developed to measure the Bogolyubov spectrum of
three-dimensional condensates (Stamper-Kurn et al., 1999; Steinhauer et al., 2003) and coher-
ence lengths in elongated quasi-condensates (Richard et al., 2003). Estimates using reasonable
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experimental parameters indicate that the localization length of a Bogolyubov quasiparticle can
be of the order of 300µm, which should be measurable using this technique.
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We theoretically investigate the physics of interacting Bose-Einstein condensates at equilibrium in a weak
�possibly random� potential. We develop a perturbation approach to derive the condensate wave function for an
amplitude of the potential smaller than the chemical potential of the condensate and for an arbitrary spatial
variation scale of the potential. Applying this theory to disordered potentials, we find in particular that, if the
healing length is smaller than the correlation length of the disorder, the condensate assumes a delocalized
Thomas-Fermi profile. In the opposite situation where the correlation length is smaller than the healing length,
we show that the random potential can be significantly smoothed and, in the mean-field regime, the condensate
wave function can remain delocalized, even for very small correlation lengths of the disorder.
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I. INTRODUCTION

Ultracold atomic gases are currently attracting a lot of
attention from both experimental and theoretical viewpoints.
Taking advantage of the recent progress in cooling and trap-
ping of neutral atoms �1�, dilute atomic Bose-Einstein con-
densates �BEC’s� �2� and degenerate Fermi gases �DFG’s�
�3–6� are now routinely produced at the laboratory. Using
various techniques, space-dependent potentials can be de-
signed almost on demand in these systems. For example, one
can produce periodic �7,8�, quasiperiodic �9–11�, or random
potentials �12–17� by using optical means. For these reasons
and due to unique control and analysis possibilities, ultracold
gases constitute a favorite playground for revisiting standard
problems of condensed matter �CM� physics �18–21�.

Most current experiments with BEC’s lie in the mean-
field regime where the Bose gas is described by a single
wave function � governed by the �nonlinear� Gross-
Pitaevskii equation �22�. Due to the interplay between the
kinetic energy term and the interaction term, it is usually
difficult to derive an exact solution of this equation. The
importance of interactions can be characterized by the heal-
ing length �, which defines the typical distance below which
the spatial variations of � significantly contribute to the en-
ergy of the BEC via the kinetic energy term �22�. In the
Thomas-Fermi �TF� regime—i.e., when � is significantly
smaller than the typical variation scale �R of the potential
V�r� to which the BEC is subjected—the kinetic term is neg-
ligible and the BEC density simply follows the spatial varia-
tions of the potential:1

���r��2 � � − V�r� . �1�

In the opposite situation ����R�, the kinetic term should be
taken into account and the exact BEC wave function usually
cannot be found analytically.

Besides a general interest, the question of determining the
BEC wave function for an arbitrary ratio �R/� has direct
applications to the case where V�r� is a random potential.
The physics of quantum systems in the presence of disorder
is central in CM �23–25�, owing to unavoidable defects in
“real-life systems.” One of the major paradigms of disor-
dered quantum systems is due to Anderson who has shown
that the eigenstates of single-quantum particles in arbitrary
weak random potentials can be localized; i.e., � shows an
exponential decay at large distances2 �26�. Recent experi-
ments have studied the onset of strong or weak localization
effects of light waves �27,28� and microwaves �29,30�. Ul-
tracold matter waves are also widely considered as promising
candidates to investigate Anderson localization in random
�31–33� or quasirandom structures �10,31,34� and more gen-
erally to investigate the effects of disorder in various quan-
tum systems �for a recent review, see Ref. �35� and refer-
ences therein�. It is expected that the dramatic versatility of
ultracold gases would allow for a direct comparison with
theoretical studies of quantum-disordered systems.

A key peculiarity of BEC’s is that interactions usually
cannot be neglected and interaction-induced delocalization
can compete with disorder-induced localization effects
�15–17�. Generally, the interplay between the kinetic energy,
the interactions, and the disorder is still a open question that
has motivated many works �36–40�. It is clear from Eq. �1�
that, in the TF regime ��R���, where the interaction forces
the wave function to adapt to the random potential, a BEC
will not localize. Indeed, if V�r� is a homogeneous random

*URL: http://www.atomoptic.fr
1This is standard in the case of a harmonic confinement, V�r�

=m�2r2 /2. Although there is no intrinsic typical variation scale,
one can define �R as m�2�R

2 /2=�—i.e., �R=LTF—the usual TF
half size of the condensate and the validity of the TF regime reads
�	LTF. For periodic, quasiperiodic, or random potentials, �R is the
spatial period or the correlation length �see Sec. III for details�.

2In one-dimensional �1D� and 2D systems, all eigenstates are usu-
ally localized, while in 3D, they are localized below the so-called
mobility edge.

PHYSICAL REVIEW A 74, 053625 �2006�

1050-2947/2006/74�5�/053625�7� ©2006 The American Physical Society053625-1



function3 �41�, so is the BEC wave function �, which, there-
fore, cannot decay at large distances. This has been con-
firmed in recent experiments �15–17�. The question thus
arises as to understand whether, as a naive transcription of
the Ioffe-Regel criterion �42� would suggest, localization can
happen when �R
�.

In this paper, we show that this criterion is actually not
sufficient for BEC’s at equilibrium if the interactions are
non-negligible �i.e., if �	L, where L is the size of the sys-
tem�. We indeed show that interaction-induced delocalization
still overcomes localization effects even when ���R. In
fact, due to the smoothing of the random potential �43�, the
effect of disorder turns out to be reduced when � /�R in-
creases.

In the following, we develop a general formalism based
on perturbation theory �see Sec. II� to determine the BEC
wave function in any given weak potential V�r� for an arbi-
trary ratio �R/�. We find that the BEC density ���2 is still
given by Eq. �1�, except that the potential V�r� has to be

replaced by a smoothed potential Ṽ�r�. We derive an exact
formula for the smoothed potential up to first order in the
perturbation series. We then apply our results to the case
where V�r� is a 1D homogeneous random potential �see Sec.
III� and derive the statistical properties of the smoothed ran-

dom potential Ṽ�r�. From this, we conclude that an interact-
ing BEC remains delocalized, even for ���R �if �	L�.

II. SMOOTHING EFFECT IN INTERACTING
BOSE-EINSTEIN CONDENSATES

Consider a low-temperature Bose gas in d dimensions
with contact atom-atom interactions, gdD��d��r�, where gdD is
the d-dimensional interaction parameter. In 3D geometries,
g3D=4�2asc /m, where asc is the scattering length �22� and
m is the atomic mass. Low-dimensional geometries �1D or
2D� can be realized in ultracold atomic samples using a tight
radial confinement, so that the radial wave function is frozen
to zero-point oscillations in the form ��

0 �r��, where r� is
the radial coordinate vector. In this case, gdD
=g3D�dr����

0 �r���4. For instance, one finds g1D=2��asc,
for a 2D harmonic radial confinement of frequency ��. In
addition, the Bose gas is assumed to be subjected to a given
potential V�r�, with a typical amplitude VR and a typical
variation scale �R. Possibly, the potential V�r� may have
various length scales. In this case, we assume that �R is
the smallest. Assuming weak interactions—i.e., n̄2/d−1

�mgdD/2, where n̄ the mean density �44,45�—we treat the
BEC in the mean-field approach �22� and we use the Gross-
Pitaevskii equation �GPE�

���r� = �− 2�2

2m
+ V�r� + gdD���r��2���r� , �2�

where � is the BEC chemical potential and where the wave
function � is normalized to the total number of condensed

atoms, �dr���r��2=N. Note that � minimizes the N-body en-
ergy functional so that � is necessary a real function �up to a
nonphysical uniform phase�. In 1D and 2D geometries and in
the absence of trapping, no true BEC can exist due to sig-
nificant long-wavelength phase fluctuations �46�. In this case,
no macroscopic wave function � can be defined. However,
because density fluctuations are strongly suppressed in the
presence of interactions, the Bose gas forms a quasiconden-
sate �46� and the density n can be treated as a classical field.
It turns out that 	n is governed by Eq. �2�. Therefore, even
though we only refer to BEC wave functions in the follow-
ing, our formalism also applies to quasicondensates, after
replacing � by 	n.

A. Thomas-Fermi regime

In the simplest situation, the healing length of the BEC is
much smaller than the typical length scale of the potential
��	�R�. Therefore, the kinetic energy term in the GPE �2� is
small and the BEC density ���2 simply follows the spatial
modulations of the potential:

���r��2 = �� − V�r��/gdD for � � V�r� ,

���r��2 = 0 otherwise. �3�

This corresponds to the TF regime. Note that for VR	�, one
has

��z� 
 �0 −
V�r��0

2�
, �4�

with �0=	� /gdD being the BEC wave function at V�r�=0.
Therefore, the BEC wave function itself follows the modu-
lations of the potential V�r�.

B. Beyond the Thomas-Fermi regime: The smoothing effect

The situation changes when the healing length is of the
order of, or larger than, the typical length scale of the poten-
tial ����R�. Indeed, the kinetic contribution limits the
smallest variation length of the spatial modulations of a BEC
wave function to a finite value of the order of the healing
length �22�. Therefore, the BEC can only follow modulations
of the potential on a length scale typically larger than � and
Eq. �3� no longer holds.

For a weak amplitude of the potential,4 we can use per-
turbation theory techniques. We thus write the BEC wave
function as ��r�=�0+���r� where we assume that ��	�0

and �0 is the zeroth-order solution of the GPE �2�:

��0 = −
2

2m
�2�0 + gdD�0

3. �5�

Since the BEC is homogeneous at zero order, one has �0
=	� /gdD. Then, the first order term of the perturbation series
is given by

−
2

2m
�2���� − �� − 3gdD�0

2��� = − V�r��0. �6�

3In this context, the term “homogeneous” means that all local
statistical properties of the random potential are independent of the
position.

4A precise condition for the validity of the perturbative approach
will be given later �see Eq. �16��.
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Since �−3gdD�0
2=−2�, we are left with the equation

−
�2

2
�2���� + �� = −

V�r��0

2�
, �7�

where �= /	2m� is the healing length of the BEC. We
straightforwardly find the solution of Eq. �7�, which reads

���r� = −� dr�G�r − r��
V�r���0

2�
, �8�

where G�r� is the Green function of Eq. �7�, defined as the
solution of

�−
�2

2
�2 + 1�G�r� = ��d��r� �9�

or, equivalently, in Fourier space

� �2

2
�k�2 + 1�Ĝ�k� = 1/�2��d/2, �10�

where Ĝ�k�= 1
�2��d/2 �drG�r�e−ik·r is the Fourier transform of

G. In contrast to the case of single particles, the Green func-

tion Ĝ�k� has no singularity point so that the perturbative
approach can be safely applied for any wave vector k.

The explicit formula for the Green function G depends on
the dimension of the system. After some simple algebra, we
find

in 1D, G�z� =
1

	2�
exp�−

�z�

�/	2
 , �11�

in 2D, G��� =
1

��2K0�+
���

�/	2
 , �12�

in 3D, G�r� =
1

2��2�r�
exp�−

�r�

�/	2
 , �13�

where K0 is the modified Bessel function. Finally, up to first
order in the perturbation series, the BEC wave function reads

��r� 
 �0 −
Ṽ�r��0

2�
, �14�

with

Ṽ�r� =� dr�G�r��V�r − r�� . �15�

Interestingly enough, the Green function in any dimension
shows a exponential decay, with a typical attenuation length,
�, and is normalized to unity,5 �drG�r�=1. Therefore, G�r�
can be seen as a smoothing function with a typical width �.
Indeed, it should be noted that Eq. �14� is similar to Eq. �4�,
except that the potential V�r�, which is relevant in the case

�	�R, changes to the potential Ṽ�r� for ���R. The poten-

tial Ṽ�r� is a convolution of V�r� with a function which has a
typical width � and thus corresponds to a smoothed potential
with an amplitude smaller than VR. In addition, if �R corre-
sponds to the width of the correlation function of a random
potential V, the correlation length of the smoothed random

potential Ṽ is of the order of max��R,�� �for details, see
Sec. III�.6

Note that, for �	�R, G�r� can be approximated by

��d��r� in Eq. �15� and Ṽ�r�
V�r�. We thus recover the re-
sults of Sec. II A, valid for the TF regime.

The validity condition of the perturbation approach di-
rectly follows from Eq. �14�:

Ṽ�r� 	 � . �16�

Note that if ���R, the potential can be significantly
smoothed so that the above condition can be less restrictive
than the a priori condition V�r�	�.

The results of this section show that the potential V�r� can
be significantly smoothed in interacting BEC’s. We stress
that this applies to any kind of potentials provided that

�	L and Ṽ�r�	�. In the next section, we present an
illustration of the smoothing effect in the case of a random
potential.

III. APPLICATION TO A TRAPPED INTERACTING
BOSE-EINSTEIN CONDENSATE
IN A 1D RANDOM POTENTIAL

A. Trapped 1D Bose-Einstein condensate
in a random potential

In this section, we consider a 1D Bose gas subjected to a
weak homogeneous random potential V�z�, with a vanishing
average value ��V�=0�, a standard deviation VR, and a spatial
correlation length �R, significantly smaller than the size of
the system. In addition, we assume that the gas is trapped in
a confining harmonic trap,7 Vh�z�=m�2z2 /2, as in almost all
current experiments on disordered BEC’s �14–17�. We con-
sider a situation such that �	ng1D	2n2 /m—i.e., the
Bose gas lies in the mean-field regime—and in the absence
of disorder, the interactions dominate over the kinetic
energy.8 The situation mimics the experimental conditions of
Ref. �15,17�. The presence of the harmonic confinement in-
troduces a low-momentum cutoff for the phase fluctuations

5This property follows directly from the definition �10� of the

Green function. Indeed, �drG�r�= �2��d/2Ĝ�k=0�=1.

6In contrast, for example in the case of a deterministic periodic
potential V�z�=VR cos�kz�, the variation scale �R=2� /k corre-

sponds to the period of the potential, and we find Ṽ�z�=
VR cos�kz�

1+k2�2 .

The potential is indeed smoothed as the amplitude of Ṽ is smaller

than that of V. Nevertheless, the period of the smoothed potential Ṽ
is the same as that of the bare potential V.

7All results also apply if there is no trapping. In this case, all
zeroth-order terms simply do not depend on z.

8This corresponds to the usual TF regime for confined BEC’s in
the absence of disorder �22�. However, no restriction is imposed for
the ratio �R/�, so that the BEC can be out of the TF regime as
defined in Sec. I.
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so that the 1D Bose gas forms a true condensate at low
temperatures �44,45�. In this case, the BEC wave function is

�0 = 	�0�z�/g1D, �17�

where �0�z�=�−m�2z2 /2 is the local chemical potential.
This corresponds to an inverted parabolic density profile
with a half-size LTF=	2� /m�2, where the chemical poten-

tial is �=�TF= �
2

� 3Nmg1Dl

22
�2/3

, with l=	 /m� being the ex-
tension of the ground state of the harmonic oscillator.

As LTF� �� ,�R�, it is legitimate to use the local density
approximation �LDA� �22�; i.e., in a region significantly
smaller than LTF, the quantities �0 and �0 can be considered
as uniform. We can thus directly apply the results of Sec.
II B. From Eqs. �14�–�17�, we immediately find that

n�z� 
 n0�z� −
Ṽ�z�
g1D

, �18�

where

Ṽ�z� =� dz�

exp� − �z��

�0�z�/	2


	2�0�z�
V�z − z�� �19�

is the smoothed potential, with �0�z�= /	2m�0�z� being the
local healing length. The density profile of the BEC is thus
expected to follow the modulations of a smoothed random
potential.

Note that the total number of condensed atoms is N

=�dz�	n0�z�+���2
�dz�n0�z�− Ṽ�z� /g1D� up to first order in

Ṽ /�. Since �Ṽ�=0, one has �N�
�dzn0�z�, owing to the as-
sumed self-averaging property of the potential �41�. In addi-
tion, we have �=�TF.

We now compare our predictions to the exact solutions of
the GPE �2� as obtained numerically. For the sake of con-
creteness, we consider a speckle random potential �47� simi-
lar to the one used in recent experiments �14–17� �see Fig.
1�. Briefly, a speckle pattern consists in a random intensity
distribution and is characterized by its statistical properties.
First, the single-point amplitude distribution is a negative
exponential

P�V�z�� =
exp�− �V�z� + VR�/VR�

�VR�
if

V�z�
VR

� − 1,

P�V�z�� = 0 otherwise, �20�

corresponding to the average value �V�=0 and the standard
deviation �V=	��V�z�− �V��2�= �VR�. Second, the spatial cor-
relations are characterized by the autocorrelation function
C��z�= �V��z�V�0��, the correlation length of which is de-
noted �R and can be chosen at will �17,47�. For the numeri-
cal calculations, we numerically generate a 1D speckle pat-
tern using a method similar to the one described in Ref. �48�
in 1D and corresponding to the correlation function

C��z� = VR
2 �sinc�	3�z/	2�R��2, �21�

where sinc�x�=sin�x� /x. For the sake of simplicity, it is use-
ful to approximate C��z� to a Gaussian function �see, for
example, Sec. III B�. Up to second order in �z /�R, we have
C��z�
VR

2 exp�−�z2 /2�R
2 �.

Numerical solutions of the GPE �2� are presented in Fig. 2
for two values of the ratio �R/�, where � is the BEC healing
length at the trap center. In the first case �Fig. 2�a��, we have
�	�R and the density simply follows the modulations of the
bare random potential, according to Eq. �3�. In the second
case �Fig. 2�b��, we have ���R, and as expected, the BEC
wave function does not follow the modulations of the bare
random potential V�z� but actually follows smoother modu-

lations of the smoothed potential Ṽ�z�. Figure 2�b� �and the
inset� shows that the numerically computed density can
hardly be distinguished from Eq. �18�. This supports the va-
lidity of our approach.

B. Statistical properties of the smoothed random potential

It is useful to compute the statistical properties of the

smoothed random potential Ṽ�z� as they will be imprinted on
the BEC density profile according to Eq. �18�. From Eq.

�15�, we immediately find that �i� Ṽ�z� is a random homoge-

neous potential, �ii� the average value of Ṽ vanishes,

�Ṽ� = �V� = 0, �22�

and �iii� the correlation function of Ṽ is given by

C̃z��z� =� du dvC��z + �v − u��Gz�u�Gz+�z�v� , �23�

where C��z�= �V��z�V�0�� is the correlation function of the
bare potential V and Gz�u� is given by Eq. �11� with � re-
placed by �0�z�. In the following, we assume that �z	LTF so
that Gz
Gz+�z and we omit the subscripts. Assuming for
simplicity a Gaussian correlation function for the bare ran-
dom potential, C��z�
VR

2 exp�−�z2 /2�R
2 �, we find after

some algebra

C̃��z� = VR
2 ���R

�0
,
�z

�0
 , �24�

with
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FIG. 1. �Color online� Example of the realization of a speckle
random potential with �R
10−2 LTF.
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���̄R,�z� = �̄R
2 exp�−

�z2

2�̄R
2  +

	�

4
�̄R�1 − 2�̄R

2

− 	2�z�exp��̄R
2 + 	2�z�erfc�2�̄R

2 + 	2�z

2�̄R


+
	�

4
�̄R�1 − 2�̄R

2 + 	2�z�exp��̄R
2

− 	2�z�erfc�2�̄R
2 − 	2�z

2�̄R
 , �25�

where �̄R=�R/�0, �z=�z /�0, and erfc�x�= 2
	�

�x
�dte−t2 is the

complementary error function. The correlation function
�� �R

�0
, �z

�0
� is plotted in Fig. 3.

This function � clearly decreases with �R/�0, indicating
the onset of an increasing smoothing effect. At �z=0, we
have a simple asymptotic expression for �R��0:

���R/�0,0� 
 1 − � �0

�R
2

, �R � �0. �26�

So, as expected, ���R/�0 ,0�→1 as �R/�0→�; i.e., the ran-
dom potential is hardly smoothed. For �R	�0,

���R/�0,0� 

	�

2

�R

�0
, �R 	 �0. �27�

So ���R/�0 ,0�→0 as �R/�0→0; i.e., the amplitude of
the smoothed random potential is significantly reduced
compared to the amplitude of the bare random potential.

Generally speaking, from Eq. �24�, we have �Ṽ2�= C̃�0�
=VR

2 ���R/�0 ,0�. It follows that �Ṽ2� is an increasing func-

tion of �R/�0 and that �Ṽ2��VR
2 . This is consistent with the

idea of a smoothing of the random potential.
In addition, the correlation length �̃R of the smoothed

random potential Ṽ is given by the width at 1 /	e of the
function �z→���̄R/�0 ,�z /�0�. At �R��0, the smoothing is
weak and �̃R
�R. For �R
�0, the smoothing is significant,
so that �̃R saturates at �̃R
�0, as expected. Roughly speak-
ing, we have �̃R�max��R,�0� �see Fig. 3�.

C. Effect of disorder in interacting Bose-Einstein condensates

We finally discuss the properties of the BEC wave func-
tion in the presence of disorder. It follows from Eq. �18� that
the BEC density follows the modulations of a random poten-

tial Ṽ. In the TF regime ��	�R�, Ṽ
V, while when ���R,

Ṽ is smoothed. Since Ṽ is a homogeneous random potential,
there is no decay of the wave function. In particular, Ander-
son localization does not occur, even for ���R. In the case
when ���R, it turns out that the BEC density is actually less
affected by the random potential than in the TF regime
��	�R�. This is in striking contrast with the case of nonin-
teracting particles where localization effects are usually
stronger at low energy �41�.

More quantitatively, using the statistical properties of the

smoothed random potential Ṽ, one can easily compute the
fluctuations �n�z�=	��n�z�−n0�z��2� of the BEC density
around the average value n0�z�= ��−m�2z2 /2� /g1D. From

Eq. �18�, we find �n2
 C̃�0� /g1D
2 . Note that �n2 depends on

the displacement from the trap center through the depen-
dence of �0 on z. At the trap center, we find
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FIG. 2. �Color online� Density profiles of a BEC confined in a
combined harmonic plus random potential �VR=0.1�, �R=7.5
�10−3 LTF�. The solid �red online� line corresponds to the numeri-
cally computed BEC wave function, the dashed �green online� line
is the TF profile in the absence of disorder, and the black dotted line
is a plot of the disordered TF profile �Eq. �3��. �a� Case where the
healing length at the trap center, �, is smaller than the correlation
length of the random potential: �R/�
10. In this case, the density
profile follows the modulations of the random potential according
to Eq. �3�. �b� Opposite situation: �R/�
0.5. In this case, the BEC
density profile, obtained numerically, significantly differs from Eq.
�3�, but can hardly be distinguished from Eq. �18� �also plotted in
Fig. 2�b� as a dotted �purple online� line�. The inset shows a mag-
nification of the plot in a very small region of the BEC.

FIG. 3. �Color online� Left: plot of the correlation function

�� �R

�0
, �z

�0
�. Right: width at 1 /	e of the normalized correlation

function �� �R

�0
, �z

�0
���� �R

�0
,0�.
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�nc =
VR

g1D

	���R/�,0� . �28�

We recall that �=�0�0�= /	2m� is the BEC healing length
in the trap center.

We have numerically extracted the fluctuations of
the density in the trap center, according to the formula �nc


	 1
LTF/2�−LTF/4

+LTF/4dz�n�z�−n0�z��2. This provides a good esti-

mate of �nc as �0�z� changes by less than 3% in the range
�−LTF/4 , +LTF/4�. As shown in Fig. 4, the numerical results
perfectly agree with Eq. �28� over a large range of the ratio
� /�R. The numerical calculations are performed for the
speckle potential described in Sec. III B and no fitting pa-
rameter has been used. In addition, note that we have used a
single realization of the random potential for each point in
Fig. 4. Averaging over disorder turned out to have little im-
portance, since the random potential is almost self-averaging
in the range �−LTF/4 , +LTF/4�, if �R	LTF.

Finally, we find from Eq. �16� that the perturbative ap-
proach that we have performed is valid whenever
�n	n0—i.e., whenever

VR
	���R/�0,0� 	 � . �29�

Note that this effect is more restrictive in the trap center
where �0 is minimum.

IV. CONCLUSION

In summary, we have presented an analytical technique,
based on the perturbation theory, to compute the static wave

function of an interacting BEC subjected to a weak potential.
This applies to the case where both the healing length of the
BEC ��� and the spatial scale of the potential ��R� are much
smaller than the size of the system �L�, but without restric-
tion for the ratio � /�R. In particular, we have shown that
when the healing length is larger than the space scale of the
potential, the BEC is sensitive to a smoothed potential which
can be determined within our framework.

Applying these results to the case of a 1D random poten-
tial, we have shown that the wave function of a static inter-
acting BEC is delocalized, similarly as in the TF regime �15�.
This is confirmed by numerical calculations. The results of
this analysis show that, for an interacting BEC at equilib-
rium, the larger the healing length, the smaller the perturba-
tion induced by the disorder. It is worth noting that the con-
clusions of the present work hold for static BEC’s in the
mean-field regime and when the interaction energy domi-
nates over the kinetic energy in the absence of disorder—i.e.,
when the healing length is significantly smaller than the BEC
half size ��	L�. Going beyond the mean-field regime, it is
interesting to study the interplay of interactions, disorder,
and kinetic energy in a Bose gas for interactions ranging
from zero �where localization is expected� to the TF regime
�where the BEC is delocalized as shown in this work�. This
question is addressed in Ref. �49�.

Finally, we note that the transport properties of a BEC can
show significantly different physics. For instance, localiza-
tion has been studied in matter-wave beams �33� and in the
expansion of an interacting BEC �15–17�. In the latter two
cases, localization indeed does occur although non-negligible
interactions can modify the usual picture of localization
�15,17,33�.
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Density modulations in an elongated Bose-Einstein condensate
released from a disordered potential
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We observe large density modulations in time-of-flight images of elongated Bose-Einstein condensates,
initially confined in a harmonic trap and in the presence of weak disorder. The development of these modu-
lations during the time of flight and their dependence with the disorder are investigated. We render an account
of this effect using numerical and analytical calculations. We conclude that the observed large density modu-
lations originate from the weak initial density modulations induced by the disorder and not from initial phase
fluctuations �thermal or quantum�.

DOI: 10.1103/PhysRevA.77.033631 PACS number�s�: 03.75.Hh, 03.75.Kk, 64.60.Cn

Gaseous Bose-Einstein condensates �BECs� in disordered
potentials �1–5� offer controllable systems to study open ba-
sic questions on the effects of disorder in quantum media �6�.
In this respect, a still debated question relies on the nature of
the disorder-induced superfluid-insulator transitions �7�
which can originate from strong fluctuations of either the
density or the phase. This question can be addressed experi-
mentally with gaseous BECs in optical disorder �1–5� as both
density and phase can be measured directly �8�. In addition
to its fundamental interest, this study is important for BECs
on chips �9� and can also shed some light on the physics of
dirty superconductors �10� and granular metals �11�.

In the presence of repulsive interactions, Anderson local-
ization is suppressed in a stationary BEC and weak disorder
results in small density modulations �12�. However, one may
wonder whether weak disorder may significantly affect the
coherence of a connected BEC and entail large phase fluc-
tuations. It has been suggested �1,13�, by analogy with elon-
gated �nondisordered� quasi-BECs, that the observation of
large fringes in time-of-flight �TOF� images of disordered
BECs �see Fig. 1 and �1,14,15�� may signal strong initial
phase fluctuations �16–18�. For quasi-BECs, such fringes in
TOF images are indeed a signature of initial phase fluctua-
tions �17�. However, for disordered BECs, no systematic
study of these fringes has been reported so far and their
relation to disorder-induced phase fluctuations is still unclear.

In this paper, we report a detailed study of the density
modulations in the TOF images of an elongated, nonfrag-
mented three-dimensional �3D� BEC initially placed in a
weak 1D disordered potential. Our main experimental result
is that the fringes in the TOF images are reproduced from
shot to shot when using the same realization of the disorder.
This excludes disorder-induced phase fluctuations �thermal
or quantum� in the trapped BEC as the origin of the fringes
observed after TOF for the parameter range of the experi-
ment �relevant also for �1,14,15��. Using analytical and nu-
merical calculations, which do not include initial phase fluc-
tuations, we show that the fringes actually develop during
the TOF according to the following scenario. Just after re-
lease, the initial weak density modulations �induced by the
disorder onto the trapped BEC� imprint a phase with axial
modulations and transversal invariance. Then, the resulting

axial phase modulations are converted into large axial den-
sity modulations.

The experiment is detailed in Refs. �2,5�. We form a cigar-
shaped BEC of 87Rb atoms in an Ioffe-Pritchard trap of fre-
quencies �z /2�=6.7 Hz and �� /2�=660 Hz. The BEC
atom number is N0�3�105, the length 2LTF�300 �m, and
the chemical potential � /2���4.5 kHz. We create a 1D
speckle �disordered� potential along the z axis. The correla-
tion function is C�z�=VR

2 sinc2�z /�R� where both amplitude
VR and correlation length �R down to 0.33 �m can be con-
trolled �2,5�. The results presented in this work correspond to
�R�1.7 �m �19�. In the experiment, we wait 300 ms for the
BEC to reach equilibrium in the presence of disorder and
then switch off abruptly both magnetic and speckle poten-
tials. We then take absorption images of the expanding cloud
after a variable time of flight tTOF with typical images shown
in Fig. 1.

These images show large density modulations along
the axis z of the disorder. To measure their amplitude, we
first extract a 1D axial density n1D�z� by integrating the col-
umn density over the second transverse direction x. We
then define ��z� as the normalized deviations of the 1D
density from the 1D parabolic Thomas-Fermi �TF� profile
n1D

0 �z� which fits best the data �red line in Fig. 1�, so that
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FIG. 1. �Color online� Upper panel: TOF images of an expand-
ing disordered BEC for three different times of flight. The vertical
axis represents the column density along the y axis. Lower panel:
axial 1D density profiles n1D�z� �column density integrated along
the x axis, blue� and 1D TF parabolic profiles n1D

0 �z� �red�. The
amplitude of the disorder is �=VR /�=0.41.
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n1D�z�=n1D
0 �z��1+��z��. Finally, we calculate the standard

deviation of ��z� over a given length L: 	�=� 1
L�Ldz �2�z�

�here �Ldz ��z�=0�. The calculation of 	� is restricted to
70% of the BEC total length �L=1.4LTF� to avoid the edges
where thermal atoms are present. Two imperfections reduce
the measured 	� compared to the real value. First, our im-
aging system has a finite resolution Lres=8.5 �m, larger than
the variation scale �R of the disorder. This effect is quantified
by measuring the modulation transfer function �MTF� of the
imaging system. Second, a slight misalignment of the probe
beam—which is not exactly perpendicular to axis z—also
reduces the contrast of the fringes �17�. This effect is more
difficult to quantify as angles smaller than our uncertainty on
the probe angle �1°� can drastically reduce the contrast. We
find that numerics reproduce our experimental results assum-
ing a misalignment of 0.33°.

We first study the amplitude of the normalized density
modulations, 	�, as a function of the amplitude of the dis-
order �=VR /� at a given time of flight tTOF=15.3 ms
���tTOF=62.2� with experimental results plotted in Fig. 2�a�.
In the absence of disorder, we observe nonvanishing density
modulations �	�0�0.037� larger than the noise in the back-
ground of the images �	�n�0.015�. They are interpreted as
small but nonzero phase fluctuations initially present in our
elongated BEC �16�. The calculation of their contribution to
the density modulations in the TOF images as determined in
Ref. �17� agrees with our data �see Figs. 2�a��. In the pres-
ence of disorder, we find that, for small values of � �typically
�
0.2�, 	� grows with � as 	�=	�0+0.64�3��. For larger

values of �, the disordered BEC is fragmented either in the
trap or during the expansion, and 	� has a maximum value
of 	��0.17 in the experiment �20�.

We also perform numerical integrations of the 3D Gross-
Pitaevskii equation �GPE� for the expanding disordered BEC
and extract 	� as in the experiments. The numerics do not
include any initial phase fluctuations. We find a linear depen-
dence of 	� versus �, 	��3.5� for the bare numerical
results and 	��1.23� if we take into account the finite
resolution of the imaging system, but not the misalignment
of the probe �see Fig. 2�b��. In fact, we find that the numerics
agree with the experiments if, in addition to an offset 	�0 to
mimic the small initial phase fluctuations, we include the
systematic correction associated to a probe angle of 0.33°
�see Fig. 2�a��.

We now examine the TOF dynamics of the disordered
BEC and plot 	� versus tTOF in Fig. 3. In the presence of
disorder, the observed density modulations �red points� are
clearly enhanced compared to those in the absence of disor-
der �blue points�. We also observe that the density modula-
tions first develop and then saturate. The dynamics of their
development is reproduced well by our numerical calcula-
tions �solid red line� if we take into account all imperfections
of our imaging system.

After correcting all experimental imperfections, the den-
sity modulations in the TOF images turn out to be larger
�	��3.5�� than the ones of the trapped BEC before TOF
�	�=2�� �21�. One may wonder whether these large density
modulations in the TOF images reveal phase fluctuations in-
duced by the disorder in the initial BEC �1,13�. Actually,
several arguments lead us to conclude that it is not so. First,
our numerics, which reproduce the experimental data, do not
include initial phase fluctuations. Second, the numerical di-
agonalization of the Bogolyubov equations indicates that the
disorder hardly affect the excitation spectrum of a 1D BEC
for the experimental parameters �22�. Last but not least, we
have observed identical density modulations in successive
experiments performed with the same realization of the dis-
order �see also Refs. �14,15��. Hence, averaging over various
images taken with the same realization of the disorder does
not wash out the fringes �23� and this excludes initial random
fluctuations, quantum or thermal �19�.
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FIG. 2. �Color online� �a� Experimental results �red points� for
the density modulations at ��tTOF=62.2 versus the amplitude of the
disorder. The shaded area corresponds to phase fluctuations in our
initial elongated BEC, as calculated in Ref. �17� �the error bar re-
flects the uncertainty on the temperature�. �b� Corresponding nu-
merical results, taking into account the finite resolution of our op-
tics, but not the misalignment of the probe beam. The open blue
circles in �a� show the same data including an offset accounting for
the small initial phase fluctuations and the correction corresponding
to the probe angle.
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FIG. 3. �Color online� Time evolution of the measured density
modulations 	� during a TOF for �=0 �no disorder, blue points�
and �=0.41 �with disorder, red points�. The shaded area corre-
sponds to the calculation of Ref. �17�, taking into account the un-
certainty on the temperature. The solid red line is the result of
numerical calculations for �=0.4 �see text�.

CLÉMENT et al. PHYSICAL REVIEW A 77, 033631 �2008�

033631-2



We now develop an analytical model for the evolution of
the BEC density profile during the TOF, which shows explic-
itly how a weak disorder leads to large density modulations
after a long-enough TOF, without initial phase fluctuations.
Although the probability of fragmentation is small for weak-
enough disorder, it may happen that the BEC is fragmented
into a small number of fragments. However, for the consid-
ered tTOF�1 /�z, the fragments will only weakly overlap as
the axial expansion is small. Therefore, we neglect fragmen-
tation in our model.

In the absence of disorder, the TOF expansion of a BEC
initially trapped in a harmonic potential in the Thomas-Fermi
regime is self-similar �24�, so that

��r�,t� = �	 j
bj�t��−1/2

„
xj/bj�t��,t…ei�0�r�,t�, �1�

with j=1, . . . ,3 the spatial directions, �0�r� , t�= �m /2��
�� j�ḃj /bj�xj

2 the dynamical phase, and  the �time-
independent� wave function of the BEC in the trap. The scal-

ing factors bj�t� are governed by the equations b̈j

=� j
2 / �bj	kbk� with the initial conditions bj�0�=1 and ḃj�0�

=0 �24�. In the presence of disorder, we use the scaling �1�
and we write the �now time-dependent� wave function

�� ,z , t�=�ñ�� ,z , t�ei�̃��,z,t� where �=�x2+y2 is the radial
coordinate. In the absence of phase fluctuations, �� ,z , t
=0� is real �up to a homogeneous phase� as it is the ground
state of the trapped, disordered BEC. The TOF dynamics is
then governed by two coupled equations for the density ñ

and the phase �̃ which are equivalent to the complete time-
dependent GPE.

Let us introduce now a couple of approximations. First, in
elongated 3D BECs, the expansion for �zt�1 is mainly ra-
dial and bz�t��1. Second, we assume not too large perturba-
tion of the density, so that ñ= ñ0+�ñ with ñ0, the density in
the absence of disorder, and �ñ� ñ0. Using the local density
approximation, we can neglect all the spatial derivatives of
ñ0. We also neglect the radial derivatives of �ñ since the 1D
disorder induces short-range spatial inhomogeneities mainly
along the z axis. We are thus left with the equations

�t�ñ = − ��/m�ñ0�z
2�̃ , �2�

− ��t�̃ = g�ñ/b�
2 + ��2/2m���z�̃2 − �z

2�ñ/2ñ0� . �3�

In a first stage, the initial small inhomogeneities of the den-
sity induced by the 1D disordered potential before TOF, �ñ
�−V�z� /g �12�, hardly evolve since �t�ñ�t=0�=0. They are,
however, crucial as they act as an inhomogeneous potential

which induces the development of a phase modulation �̃�z , t�
at the beginning of the TOF �25�. From Eqs. �2� and �3�, we
find

�̃�z,t� � arctan���t��V�z�/���� , �4�

�ñ � − V�z�/g − �ñ0�z
2V�z�/m��

2 �F���t� , �5�

where F���=�0
�d�� arctan����=� arctan���−ln�1+�2. From

Eq. �5�, we then find

	��t� � 2�VR

�
��1 −

2

3
� �

���

�2� �

�R
�2

F���t�� . �6�

Hence, 	� first slightly decreases. It is easily understood as
an interacting BEC initially at rest will tend to fill its holes
when released from the disordered potential. The solution
�Eqs. �4� and �5�� is valid as long as the contribution of
the last two terms in Eq. �3� remains small �i.e., for
��t� ��R /��2 and ��t� ��R /������ /�VR���. In addition,
it requires that the density modulations not vary much �i.e.,
the second term on the right-hand side �rhs� of Eq. �5� is
small compared to the first one�. For the experimental pa-
rameters, the last condition is the most restrictive. It defines
a typical time t0= �1 /���F−1���R /��2���� /��2 /2� during
which the radial expansion imprints a phase modulation due
to the initial inhomogeneities of the BEC density created by
the disorder before the TOF. In particular, if t0�1 /��, the

phase modulations freeze at �̃�z���� /2��V�z� /����.
In a second stage, the phase modulations are converted

into density modulations similarly as thermal phase fluctua-
tions do during the TOF of an elongated quasi-BEC �17�. For
t� t1 where t1 is a typical time much longer than 1 /�� �see
below�, the scaling parameter b��t� becomes large so that the
first term on the rhs of Eq. �3� can now be neglected. Assum-
ing small phase gradients, we are left with the equation
�t

2�ñk+�2k4�ñk /4m2=0 where �ñk�� , t� is the 1D Fourier
transform of �ñ along z and whose solution reads �ñk�t�
=�ñk�t1�cos���k2 /2m��t− t1��+ �2m�ṅ̃k�t1� /�k2�sin���k2 /2m�
��t− t1��. If t0�1 /��, we can take 1 /��� t1� t0 and the
exact value of t1 does not matter much �we use t1= t0�. If t0
�1 /��, the determination of t1 is not straightforward, but
can be found through fitting procedures, for instance. Then,
according to Eq. �5�, �ñk�t1��−V�z� /g is mainly determined
by the initial density modulations of the trapped BEC while
�ṅ̃k�t1��−�ñ0�z

2V�z� /m���arctan���t1� results from the
phase modulations created in the first stage of the TOF. For
����� as in the experiment, the cosine term can be ne-
glected and we find

	��t� � �8�VR/����arctan���t1�I��R,t − t1� , �7�

where I��R, t�=��0
1d��1−��sin2��2�t /m�R

2 ��2� for a speckle
potential.

Numerical integrations of the complete 3D GPE confirm
the expected behavior of 	� during the TOF at short �Eq.
�6�� and long �Eq. �7�� times as shown in Fig. 4. This vali-
dates our scenario in a quantitative manner.

Three remarks are in order. First, we find that, due to the
development of phase modulations in the first stage of the
TOF, the density modulations in the expanded BEC �	�
�VR /���� can be larger than those in the trapped BEC
�	��VR /�� if �����. Second, the density pattern is com-
pletely determined by the realization of the disorder. Third,
Eq. �7� shows that the density modulations saturate at 	�
��2�VR /����arctan���t1� for very long times t �26�. These
properties are in qualitative agreement with the experimental
observations.
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In conclusion, we have shown that the large fringes ob-
served in this work and Refs. �1,14,15� in TOF images of
disordered BECs do not rely on initial disorder-induced
phase fluctuations. They actually result from the TOF pro-
cess of a BEC with small initial density modulations, but
without phase fluctuations. A phase modulation determined
by the weak initial modulations of the BEC density first de-
velops and is later converted into large density modulations.
Our analytical calculations based on this scenario agree with
numerical calculations and experimental observations. Nev-
ertheless, our results do not exclude that, in different re-
gimes, disorder might enhance phase fluctuations. This ques-

tion is crucial in connection to the nature of superfluid-
insulator transitions in the presence of disorder. Dilute BECs
can help answering it as their phase coherence can be probed
with accuracy �17,18�. Revealing this possible effect via
TOF images requires taking into account the phase modula-
tion which develops during the first stage of the TOF as
demonstrated here.
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We study an ultracold Bose gas in the presence of 1D disorder for repulsive interatomic interactions
varying from zero to the Thomas-Fermi regime. We show that for weak interactions the Bose gas
populates a finite number of localized single-particle Lifshits states, while for strong interactions a
delocalized disordered Bose-Einstein condensate is formed. We discuss the schematic quantum-state
diagram and derive the equations of state for various regimes.
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Disorder is present in nearly all condensed-matter sys-
tems due to unavoidable defects of the sustaining media. It
is known not only to impair quantum flows but also to lead
to spectacular effects such as Anderson localization [1–3].
In contrast to condensed-matter systems, ultracold atomic
gases can be realized in the presence of controlled disorder
[4], opening possibilities for investigations of localization
effects [5–9] (for a review, see Ref. [10]). The first experi-
mental studies of localization in disordered interacting
Bose gases have been reported in Refs. [11–16].

One of the most fundamental issues in this respect
concerns the interplay between localization and interac-
tions in many-body quantum systems at zero temperature.
Without interactions, a quantum gas in a random potential
populates localized states [1], either a single state (in the
case of bosons), or many (fermions). Weak repulsive in-
teractions lead to delocalization, but strong interactions in
confined geometries lead to Wigner-Mott-like localization
[17]. Surprisingly, even for weakly interacting Bose gases,
where the mean-field Hartree–Fock–Gross–Pitaevskii–
Bogolyubov–de Gennes (HFGPBdG) description is ex-
pected to be valid, there exists no clear picture of the
localization-delocalization scenario. Numerical calcula-
tions using the Gross-Pitaevskii equation (GPE) suggest
that the Bose gas wave function at low densities is a
superposition of localized states [15]. It is thus natural to
seek the true ground state in the form of generalized
HFGPBdG states, for which the Bose gas populates various
low-energy single-atom states. In the presence of disorder,
they correspond to so-called Lifshits states (LS) [18].

In this Letter we consider a d-dimensional (dD) Bose
gas at zero temperature with repulsive interactions, and
placed in a 1D random potential with arbitrary amplitude
and correlation length. We show that generalized
HFGPBdG states indeed provide a very good description
of the many-body ground state for interactions varying
from zero to the Thomas-Fermi (TF) regime [19]. We
stress that the solution we find is different from that of
noninteracting fermions which at zero temperature form a
Fermi glass and occupy a large number of localized single-
particle levels [10]. In contrast, many bosons may occupy

the same level and thus populate only a finite number of
LSs forming what we call a Lifshits glass. In the following,
we discuss the quantum states of the system as a function
of the strength of interactions and the amplitude and cor-
relation length of the random potential, and we draw the
schematic quantum-state diagram (see Fig. 1). In the limit
of weak interactions, the Bose gas is in the Lifshits glass
state, whereas for stronger interactions the gas forms a
(possibly smoothed) delocalized disordered Bose-
Einstein condensate (BEC) [20]. Our theoretical treatment
provides us with a novel, physically clear, picture of dis-
ordered, weakly interacting, ultracold Bose gases. This is
the main result of this work. In addition, we derive ana-
lytical formulas for the boundaries (corresponding to
crossovers) in the quantum-state diagram and for the equa-
tions of state in the various regimes. We illustrate our
results using a speckle random potential [21].

Consider a dD ultracold Bose gas with weak repulsive
interactions, i.e., such as n1�2=d � @

2=mg, where m is the
atomic mass, n the density, and g the dD coupling constant.

 

FIG. 1 (color online). Schematic quantum-state diagram of an
interacting ultracold Bose gas in 1D disorder. The dashed lines
represent the boundaries (corresponding to crossovers) which are
controlled by the parameter �R � @

2=2m�2
RVR (fixed in the

figure, see text), where VR and �R are the amplitude and
correlation length of the random potential. The hatched part
corresponds to a forbidden zone (�< Vmin).
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The gas is assumed to be axially confined to a box of length
2L in the presence of a 1D random potential V�z�, and
trapped radially in a 2D harmonic trap with frequency !?.
We assume that the random potential is bounded below
[Vmin � min�V�] and we use the scaling form V�z� �
VRv�z=�R�, where v�u� is a random function with both
typical amplitude and correlation length equal to unity
[22].

For illustration, we will consider a 1D speckle potential
[21] similar to that used in Refs. [11–14]. In brief, v�u� is
random with the probability distribution P �v� � ��v�
1� exp���v� 1��, where � is the Heaviside function. Thus
v is bounded below by vmin � �1 and we have hvi � 0
and hv2i � 1. In addition, for a square aperture, the corre-
lation function reads hv�u�v�u0�i � sinc2�

��������
3=2

p
�u� u0��.

Below, we discuss the quantum states of the Bose gas,
which are determined by the interplay of interactions and
disorder.

BEC regime.—For strong repulsive interactions the Bose
gas is delocalized and forms a BEC [12,20] (possibly
quasi-BEC in 1D or elongated geometries [23]). The den-
sity profile is then governed by the GPE,

 � � �@2r2�
���
n
p
�=2m

���
n
p
�m!2

?�
2=2� V�z� � gn�r�;

(1)

where � is the radial coordinate and � the chemical
potential. This regime has been studied in the purely 1D
case in Ref. [20]. Here, we focus on the case of a shallow
radial trap (@!? � �) such that the radial profile is a TF
inverted parabola. Proceeding as in Ref. [20], we find that
the BEC density has a generalized TF profile [24]

 

��������������
n��; z�

q
’

����������������
����=g

q
�1� ~V��; z�=2�����; (2)

where�������1���=R?�2� is the local chemical poten-

tial, R?�
��������������������
2�=m!2

?

q
is the radial TF half-size and

~V��;z��
R
dz0G��;z0�V�z�z0� is a smoothed potential [20]

with G��;z�� 1��
2
p
����

exp��
��
2
p
jzj

���� �, and �����@=
�����������������
2m����

p
being the local healing length. For ���� � �R, i.e., for

 ���� 	 @
2=2m�2

R; (3)

we have ~V��; z� ’ V�z�, and the BEC density follows the
modulations of the random potential in the TF regime. For
���� * �R, the kinetic energy cannot be neglected and
competes with the disorder and the interactions. The ran-
dom potential is therefore smoothed [20]: � ~V���<�V,
where �V [� ~V���] is the standard deviation of the
(smoothed) random potential. The solution (2) corresponds
to a delocalized disordered BEC.

The perturbative approach is valid when ���� 	
� ~V���. From the expression for ~V, we write � ~V��� �

VR
����������������������������
�0��R=�����

p
. For the speckle potential, we can ap-

proximate the correlation function to V2
R exp��z2=2�2

R�
and we find [20]

 �0�~�R� � ~�2
R � �1� 2 ~�2

R�~�Re
~�2
R

Z 1
~�R
d�e��

2
; (4)

with ~�R � �R=����. In the center, i.e. � � 0 or in 1D, the
validity condition of the BEC regime thus reduces to

 �	 VR
���������������������
�0��R=��

q
with � � ��0�: (5)

If condition (5) is not fulfilled, the Bose gas will form a
fragmented BEC. The latter is a compressible insulator and
thus can be identified with a Bose glass [17].

Noninteracting regime.—In the opposite situation, for
vanishing interactions, the problem is separable and the
radial wave function is the ground state of the radial
harmonic oscillator. We are thus left with the eigenproblem
of the single-particle 1D Hamiltonian ĥ � �@2@2

z=2m�
V�z�. In the presence of disorder, the eigenstates �� are all
localized [2] and are characterized by [18] (i) a finite
localization length, (ii) a dense pure point density of states
D2L, and (iii) a small participation length P� �
1=
R
dzj���z�j4 [25]. If V�z� is bounded below, so is the

spectrum and the low energy states belong to the so-called
Lifshits tail, which is characterized by a stretched expo-
nential cumulative density of states (cDOS), N 2L�	� �R
	 d	0D2L�	

0� 
 exp��c
������������
VR

	�Vmin

q
�, in 1D [26].

Numerical results for the speckle potential are shown in
Fig. 2. As expected the cDOS shows a stretched exponen-
tial form, the lowest LSs are spatially localized, and P�	�
increases with energy indicating a weaker localization.
However, P�	� is almost constant at low energy. Note
also that the lowest LSs hardly overlap if their extension
is much smaller than the system size.

Lifshits regime.—We turn now to the regime of finite but
weak interactions, where the chemical potential � lies in
the Lifshits tail of the spectrum. Owing to the fact that the
lowest single-particle LSs hardly overlap, it is convenient
to work in the basis of the LSs, f��; � 2 Ng. These can be
regarded as trapping microsites populated with N� bosons
in the quantum state 
�������z�, where the longitudinal
motion is frozen to �� and 
� accounts for the radial
extension in the microsite �. Therefore, the many-body
wave function is the Fock state

 j�i �
Y
��0

�N�!��1=2�by��N� jvaci; (6)

where by� is the creation operator in the state 
�������z�
[27]. Each 
� can be a transverse 2D BEC for N� 	 1.
However, the quantum state (6) does not correspond gen-
erally to a single 3D BEC since it does not reduce to
�N!��1=2�by0 �

Njvaci. Rather, the Bose gas splits into several
fragments whose longitudinal shapes are those of the LSs,
��, and are hardly affected by the interactions.
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The mean-field energy associated with state (6) reads
 

E��� �
X
�

N�
Z
d�
��

�
�@2r2

?

2m
�
m!2

?�
2

2
� 	�

�

�

�
X
�

N2
�

2

Z
d�U�j
�j

4; (7)

whereU� � g
R
dzj���z�j

4 � gP�1
� is the local interaction

energy in the LS ��. Minimizing E��� for a fixed number
of atoms (E��� ��

P
�N� ! min), we find the equation

 ��� 	��
� � ��@
2r2
?=2m�m!2

?�
2=2

� N�U�j
�j
2�
�: (8)

Solving the 2D GPE (8) for each microsite �, one finds the
atom numbers N� and the wave functions 
�. As � in-
creases, j
�j

2 will turn continuously from a Gaussian (for
@!? 	 �) into an inverted parabola (for @!? � �).

To discuss the validity condition of the Lifshits regime
let us call �max the index of the highest LS such that all
lower LSs hardly overlap. The Lifshits description requires
the chemical potential � to be small enough so that the
number of populated LSs is smaller than �max, i.e., if

 N 2L���  �max: (9)

If condition (9) is not fulfilled, several populated LSs will
overlap and the Bose gas will start to form a fragmented
BEC. Each fragment will be a superposition of LSs, and its
shape will be modified by the interactions.

Although both N 2L and �max may have complex de-
pendencies versus VR, �R and the model of disorder,
general properties can be obtained using scaling argu-
ments. We write the single-particle equation as

 �	�=VR�’��u� � ��R@2
u’��u� � v�u�’��u�; (10)

where u � z=�R, ’��u� �
�������
�R
p

���z� and �R �

@
2=2m�2

RVR. Thus, all characteristics of the spectrum de-
pend only on the parameter �R after renormalization of
energies and lengths. Scaling arguments show that in the
Lifshits tail
 

N 2L�	� � �L=�R����R; 	=VR�

and �max � �L=�R����R�;
(11)

where � and � are v-dependent functions. Finally, insert-
ing these expressions into Eq. (9) and solving formally, we
obtain the validity condition of the Lifshits regime:

 �  VRF��R�; (12)

where F is the solution of ���R; F��R�� � ���R�, which
can be computed numerically, for example.

We are now able to draw the schematic quantum-state
diagram of the zero-temperature Bose gas as a function of
� and VR (see Fig. 1). From the discussion above, it is
clearly fruitful to fix the parameter �R while varying VR.
The boundaries between the various regimes (Lifshits,
fragmented BEC, BEC, and smoothed BEC) result from
the competition between the interactions and the disorder
and are given by Eqs. (3), (5), and (12). We stress that they
are crossovers rather than phase transitions. Inter-
estingly, all these boundaries are straight lines with slopes
depending on the parameter �R. This is clear from Eq. (12)
for the boundary between the Lifshits and the fragmented
regimes. In addition, since VR � �@2=2m�2

R�=�R, the non-
smoothing condition (3) reduces to �	 �RVR. Finally,
since � � @

2=2m�2 and thus �R=� �
1�����
�R
p

�������������
�=VR

p
, the

nonfragmented BEC condition (5) also corresponds to a
straight line �R in Fig. 1.

To finish with, we derive the equations of state of the
Bose gas in the identified quantum states. It is important to
relate the chemical potential � which governs the cross-
overs between the various regimes to the mean atomic
density �n � N=2L and the coupling constant g. Both can
be controlled in experiments with ultracold atoms.

Tight radial confinement.—For �0 � 	� � @!? where
�0 � �� @!?, the radial wave functions are frozen to
zero-point oscillations, 
���� � exp���2=2l2?�=

����

p

l?
with l? �

�����������������
@=m!?

p
the width of the radial oscillator.

In the BEC regime, �0 	 � ~V, we find from Eq. (2),

 �0 � �ng: (13)

In the Lifshits regime, we find
 

N� � ��0 � 	��=U� for �0 > 	�

and N� � 0 otherwise;
(14)

by inserting the above expression for 
���� into Eq. (8).
Turning to a continuous formulation and using the normal-
ization condition, N �

R
d	D2L�	�N�	�, we deduce the

equation of state of the Bose gas in the Lifshits regime:

 Ng �
Z �0

�1
d	D2L�	���0 � 	�P�	�; (15)
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FIG. 2 (color online). (a) Cumulative density of states of single
particles in a speckle potential with �R � 2� 10�3L and VR �
104E0, where E0 � @

2=2mL2 (Vmin � �VR). Inset: Participation
length [25]. (b) Low-energy Lifshits eigenstates. For the consid-
ered realization of disorder, 	0 ’ �5� 103E0.
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which relates the chemical potential �0 to the coupling
constant g. The relation is in general nonuniversal. In the
case of a speckle potential, N 2L�	� � A��R��L=�R��
exp��c��R�=

��������������������
	=VR � 1

p
�, and assuming that the partici-

pation length P� � �Rp���R� is independent of the energy
in the Lifshits tail, we find

 �ng’A��R�c
2��R�p0��R�VR���2;c��R�=

����������������������
�0=VR�1

q
�;

(16)

where � is the incomplete gamma function and A��R�,
c��R�, and p0��R� can be determined numerically.

Using a numerical minimization of the energy functional
(7) in the Gross-Pitaevskii formulation, we compute the
chemical potential of the Bose gas in a wide range of
interactions. The result shown in Fig. 3 indicates a clear
crossover from the Lifshits regime to the BEC regime as
the interaction strength increases. The numerically ob-
tained chemical potential � agrees with our analytical
formulas in both Lifshits and BEC regimes.

Shallow radial confinement.—The equations of state can
also be obtained in the case of shallow radial confinement
(�� 	� 	 @!?). In the BEC regime, for �� �R, we

find � ’
�����������������������������������
�ngm!2

?=� V
2
R

q
. In the Lifshits regime the 2D

wave functions 
���� are in the TF regime, j
����j2 �
��	�
N�U�

�1� �2=R2
��, where R� �

�����������������������������������
2��� 	��=m!

2
?

q
is the

2D-TF radius and N� � ��� 	��
2=m!2

?U� for �> 	�
(0 otherwise). Proceeding as in the 1D case, we find

 Ng �


m!2
?

Z �

�1
d	D2L�	���� 	�

2P�	�: (17)

Applying this formula to the relevant model of disorder
allows us to compute the populations N� of the various LSs
�� and the corresponding radial extensions 
�.

In summary, we have presented a complete picture of the
quantum states of an interacting Bose gas in the presence
of 1D disorder, including the novel description of the

weakly interacting Lifshits glass state. We have provided
analytical formulas for the boundaries (crossovers) in the
quantum-state diagram and shown that they are determined
by the coupling constant. Since this coupling constant can
be controlled in cold gases, future experiments should be
able to explore the whole diagram.
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Anderson Localization of Bogolyubov Quasiparticles in Interacting Bose-Einstein Condensates
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We study the Anderson localization of Bogolyubov quasiparticles in an interacting Bose-Einstein
condensate (with a healing length �) subjected to a random potential (with a finite correlation length �R).
We derive analytically the Lyapunov exponent as a function of the quasiparticle momentum k, and we
study the localization maximum kmax. For 1D speckle potentials, we find that kmax / 1=� when �� �R
while kmax / 1=�R when �� �R, and that the localization is strongest when �� �R. Numerical
calculations support our analysis, and our estimates indicate that the localization of the Bogolyubov
quasiparticles is accessible in experiments with ultracold atoms.

DOI: 10.1103/PhysRevLett.99.180402 PACS numbers: 05.30.Jp, 03.75.Hh, 64.60.Cn, 79.60.Ht

An important issue in mesoscopic physics concerns the
effects of disorder in systems where both quantum inter-
ference and particle-particle interactions play crucial roles.
Multiple scattering of noninteracting quantum particles
from a random potential leads to strong Anderson local-
ization (AL) [1], characterized by an exponential decay of
the quantum states over a typical distance, the localization
length. AL occurs for arbitrarily weak disorder in 1D and
2D, and for strong-enough disorder in 3D [2]. The problem
is more involved in the presence of interactions. Strong
disorder in repulsively interacting Bose gases induces
novel insulating quantum states, such as the Bose [3] and
Lifshits [4] glasses. For moderate disorder and interac-
tions, the system forms a Bose-Einstein condensate
(BEC) [4–6], where the disorder induces a depletion of
the condensed and superfluid fractions [7] and the shift and
damping of sound waves [8].

These studies have direct applications to experiments on
liquid 4He in porous media [9], in particular as regards the
understanding of the absence of superfluidity. Moreover,
the realization of disordered gaseous BECs [10–14] has
renewed the issue due to an unprecedented control of the
experimental parameters. Using optical speckle fields [15],
for instance, one can control the amplitude and design the
correlation function of the random potential almost at will
[14], opening possibilities for experimental studies of AL
[16,17]. Earlier studies related to localization in the context
of ultracold atoms include dynamical localization in
�-kicked rotors [18] and spatial diffusion of laser-cooled
atoms in speckle potentials [19].

Transport processes in repulsively interacting BECs can
exhibit AL [17,20]. However, for BECs at equilibrium,
interaction-induced delocalizing effects dominate
disorder-induced localization, except for very weak inter-
actions [5,6]. The ground state of an interacting BEC at
equilibrium is thus extended. Beyond, one may wonder
how the many-body (collective) excitations of the BEC
behave in weak disorder. In dilute BECs, these excitations
correspond to quasiparticles (particle-hole pairs) described
by the Bogolyubov theory [21]. In this case, the interplay

of interactions and disorder is subtle, and strong arguments
indicate that the Bogolyubov quasiparticles (BQP) experi-
ence a random potential screened by the BEC density [5].
This problem has been addressed in the idealized case of
uncorrelated disorder (random potentials with a delta cor-
relation function) in Ref. [22].

In this Letter, we present a general quantitative treat-
ment of the localization of the BQPs in an interacting BEC
with healing length � in a weak random potential with
arbitrary correlation length �R. For weak disorder, we
introduce a transformation that maps rigorously the
many-body Bogolyubov equations onto the Schrödinger
equation for a noninteracting particle in a screened random
potential, which we derive analytically. We calculate the
Lyapunov exponent �k (inverse localization length) as a
function of the BQP wave number k for 1D speckle poten-
tials. For a given ratio �=�R, we determine the wave
number kmax for which �k is maximum: We find kmax �
1=� for �� �R, and kmax � 1=�R for �� �R. The ab-
solute maximum appears for �� �R so that the finite-
range correlations of the disorder need to be taken into
account. Numerical calculations support our analysis.
Finally, possibilities to observe the AL of BQPs in BECs
placed in speckle potentials are discussed.

We consider a d-dimensional Bose gas in a potential
V�r� with weak repulsive short-range atom-atom interac-
tions, characterized by the coupling constant g. Its physics
is governed by the many-body Hamiltonian
 

Ĥ �
Z
drf�@2=2m���r�̂�2n̂� �r

���̂
n
p
�2	

� V�r�n̂� �g=2�n̂2 
�n̂g (1)

where m is the atomic mass, � is the chemical potential,
and �̂ and n̂ are the phase and density operators, which
obey the commutation relation �n̂�r�; �̂�r0�	 � i��r
 r0�.
According to the Bogolyubov-Popov theory [21,23,24], for
small phase gradients (@2jr�j2=2m� �) and small den-
sity fluctuations (�n̂� nc, where nc � hn̂i and �n̂ � n̂

nc), Hamiltonian (1) can be diagonalized up to second
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order as Ĥ � E0 �
P
���b̂

y
�b̂�, where b̂� is the annihila-

tion operator of the excitation (BQP) of energy ��. The
many-body ground state of the Bose gas is a BEC with a
uniform phase and a density governed by the Gross-
Pitaevskii equation (GPE):

 � � 
@2r2�
�����
nc
p
�=2m

�����
nc
p
� V�r� � gnc�r�: (2)

Expanding the density and phase in the basis of the ex-
citations, �̂�r� � �
i=2

�����������
nc�r�

p
	
P
��f

�
� �r�b̂� 
 H:c:	 and

�n̂�r� �
�����������
nc�r�

p P
��f



� �r�b̂� � H:c:	, the Hamiltonian re-

duces to the above diagonal form provided that f�� obey the
Bogolyubov–de Gennes equations (BdGE) [25]:

 �
�@2=2m�r2 � V � gnc 
�	f�� � ��f
� (3)

 �
�@2=2m�r2 � V � 3gnc 
�	f
� � ��f�� ; (4)

with the normalization
R

dr �f�� f
��0 � f


� f
��
�0 	 � 2��;�0 .

Equations (2)–(4) form a complete set to calculate the
ground state (BEC) and excitations (BQPs) of the Bose
gas, from which one can compute all properties of finite
temperature or time-dependent BECs.

Here, we analyze the properties of the BQPs in the
presence of weak disorder. According to Eqs. (3) and (4),
they are determined by the interplay of the disorder V and
the BEC density background nc. Let V�r� be a weak
random potential ( ~V � �, see below) with a vanishing
average and a finite-range correlation function, C�r� �
V2
Rc�r=�R�, where VR �

���������
hV2i

p
is the standard deviation,

and �R the correlation length of V. As shown in Refs. [4–
6], the BEC density profile is extended for strong-enough
repulsive interactions (i.e., for �� L, where � �
@=

�����������
4m�
p

is the healing length and L the size of the
BEC). More precisely, up to first order in VR=�, the GPE
(2) yields

 nc�r� � ��
 ~V�r�	=g (5)

where ~V�r� �
R
dr0G��r
 r0�V�r0�, and G�, the Green

function of the linearized GPE [4,6], reads G��q� �
�2��
d=2=�1� �jqj��2	 in Fourier space [26]. Then,

 

~V�q� � V�q�=�1� �jqj��2	: (6)

Thus, � is a threshold in the response of the density nc to
the potential V, as ~V�q� ’ V�q� for jqj � �
1, while
~V�q� � V�q� for jqj � �
1. The potential ~V�r� is a
smoothed potential [6]. If V is a homogeneous random
potential, so is ~V, and according to Eq. (5), the BEC
density profile nc is random but extended [4,6].

Solving the BdGEs (3) and (4) is difficult in general
because they are strongly coupled. Yet, we show that for a
weak (possibly random) potential V�r�, this hurdle can be
overcome by using appropriate linear combinations g�k of
the f�k functions, namely g�k � �	

�1=2
k f�k � 	

1=2
k f
k ,

with 	k �
�������������������������
1� 1=�k��2

p
and k � jkj. For V � 0, the

equations for g�k are uncoupled [see Eqs. (7) and (8)] and

we recover the usual plane-wave solutions of wave vector
k and energy �k � 	k�@

2k2=2m� [21]. For weak but finite
V, inserting Eq. (5) into Eqs. (3) and (4), we find
 

@
2k2

2m
g�k � 


@
2

2m
r2g�k 


2	k ~V

1� 	2
k

g
k

�

�
V 


3� 	2
k

1� 	2
k

~V
�
g�k (7)

 


	2
k
@

2k2

2m
g
k � 


@
2

2m
r2g
k 


2	k ~V

1� 	2
k

g�k

�

�
V 


1� 3	2
k

1� 	2
k

~V
�
g
k : (8)

Equations (7) and (8), which are coupled at most by a term
of the order of V [since j ~Vj � jVj and 2	k=�1� 	2

k� � 1],
allow for perturbative approaches. Note that the functions
g�k and g
k have very different behaviors owing to the signs
in the left-hand side terms in Eqs. (7) and (8). Equation (8)
can be solved to the lowest order in ~VR=� with a Green
kernel defined in Ref. [6]: we find g
k �r� ’

2=�k
1�	2

k
�R

dr0G�k�r
 r0� ~V�r0�g�k �r
0�, where �k � �=

��������������������
1� �k��2

p
.

Equation (7) cannot be solved using the same method
because the perturbation series diverges. Nevertheless,
from the solution for g
k , we find that jg
k =g

�
k j &

2=�k
1�	2

k
j ~Vj< j ~Vj=�� 1. The coupling term in Eq. (7) can

thus be neglected to first order in ~VR=�, and we are left
with the closed equation

 
 �@2=2m�r2g�k �V k�r�g�k ’ �@
2k2=2m�g�k ; (9)

where

 V k�r� � V�r� 

1� 4�k��2

1� 2�k��2
~V�r�: (10)

Equation (9) is formally equivalent to a Schrödinger equa-
tion for noninteracting bare particles with energy @

2k2=2m,
in a random potential V k�r�. This mapping allows us to
find the localization properties of the BQPs using standard
methods for bare particles in 1D, 2D, or 3D [27]. However,
since V k�r� depends on the wave vector k itself, the
localization of the BQPs is dramatically different from
that of bare particles as discussed below.

In the remainder of the Letter, we restrict ourselves to
the 1D case, for simplicity, but also because AL is expected
to be stronger in lower dimensions [2]. The Lyapunov
exponent �k is a self-averaging quantity in infinite 1D
systems, which can be computed in the Born approxima-
tion using the phase formalism [27] (see also Ref. [17]).
We get �k � �

�������
2�
p

=8��2m=@2k�2Ck�2k�, where Ck�q� is the
Fourier transform of the correlation function of V k�z�,
provided that �k � k [16,17,27]. Since Ck�q� /
hjV k�q�j2i, the component of V k relevant for the calcu-
lation of �k is V k�2k�. From Eqs. (6) and (10), we find
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 V k�2k� � S�k��V�2k�; S�k�� �
2�k��2

1� 2�k��2
; (11)

and the Lyapunov exponent of the BQP reads

 �k � �S�k��	
2
k (12)

where 
k � �
�������
2�
p

=32��VR=��
2��R=k

2�4�c�2k�R� is the
Lyapunov exponent for a bare particle with the same
wave number k [17,27].

Let us summarize the validity conditions of the pertur-
bative approach presented here. It requires (i) the smooth-
ing solution (5) to be valid (i.e., ~VR � �), (ii) the coupling
term proportional to g
k in Eq. (7) to be negligible (which is
valid if ~VR � �), and (iii) the phase formalism to be
applicable. The latter requires �k � k, i.e., �VR=���
��R=��1=2 � �k��3=2�1� 1=2�k��2	, which is valid for
any k if �VR=����R=��1=2 � 1.

Applying Eq. (12) to uncorrelated potentials [C�z� �
2D��z� with �R ! 0, VR ! 1 and 2D �
V2
R�R

R
dxc�x� � cst], one recovers the formula for �k

found in Ref. [22]. Our approach generalizes this result
to potentials with finite-range correlations, which proves
useful since uncorrelated random potentials are usually
crude approximations of realistic disorder, for which �R
can be significantly large. We show below that if � & �R,
as, e.g., in the experiments of Refs. [10–14], the behavior
of �k versus k is dramatically affected by the finite-range
correlations of the disorder.

Let us discuss the physical content of Eqs. (9) and (10).
According to Eqs. (3) and (4), the properties of the BQPs
are determined by both the bare random potential V and the
BEC density nc in a nontrivial way. Equation (9) makes
their roles more transparent. As the occurrence of the
smoothed potential ~V�z� in Eq. (10) is reminiscent of the
presence of the meanfield interaction gnc in the BdGEs (3)
and (4), it appears that the random potential V k�z� results
from the screening of the random potential V�z� by the
BEC density background [5]. More precisely, the expres-
sion (11) for the Fourier component V k�2k�, relevant for
the Lyapunov exponent of a BQP, shows that the screening
strength depends on the wave number k. In the free-particle
regime (k� 1=�), we find that the Lyapunov exponent of a
BQP equals that of a bare particle with the same wave
number (�k ’ 
k), as expected. In the phonon regime (k�
1=�), the disorder is strongly screened, and we find �k �

k, as in models of elastic media [28]. Here, the localiza-
tion of a BQP is strongly suppressed by the repulsive atom-
atom interactions, as compared to a bare particle in the
same bare potential. These findings agree with and general-
ize the results obtained from the transfer matrix method,
which applies to potentials made of a 1D random series of
�-scatterers [22].

Our approach applies to any weak random potential with
a finite correlation length. We now further examine the
case of 1D speckle potentials used in quantum gases [10–
14]. Inserting the corresponding reduced correlation func-

tions, c��� �
���������
�=2

p
�1
 �=2���1
 �=2� where � is the

Heaviside function [17], into Eq. (12), we find

 �k �
�
8

�
VR
�

�
2 �Rk2�1
 k�R�

�1� 2�k��2	2
��1
 k�R� (13)

which is plotted in Fig. 1. To test our general approach on
the basis of this example, we have performed numerical
calculations using a direct integration of the BdGEs (3) and
(4) in a finite but large box of size L. The Lyapunov
exponents are extracted from the asymptotic behavior of
log�rk�z�=rk�zk�	=jz
 zkj, where zk is the localization cen-
ter and rk�z� is the envelope of the function g�k , obtained
numerically. The numerical data, averaged over 40 realiza-
tions of the disorder, are in excellent agreement with
formula (13) as shown in Fig. 2. These results validate
our approach. It should be noted, however, that our nu-
merical calculations return BQP wave functions that can be
strongly localized for very small momenta k. This will be
discussed in more details in a future publication [29].

Of special interest are the maxima of �k, which denote a
maximum localization of the BQPs. It is straightforward to
show that, for a fixed set of parameters �VR=�; �; �R�, �k is
nonmonotonic and has a single maximum, kmax, in the
range [0, 1=�R] (see Fig. 2). This contrasts with the case
of bare particles, for which the Lyapunov exponent 
k
decreases monotonically as a function of k, provided that
c�2k�R� decreases versus k (which is valid for a broad
class of random potentials [27]). The existence of a local-
ization maximum with respect to the wave number k is thus
specific to the BQPs and results from the strong screening
of the disorder in the phonon regime. In general, the value
of kmax, plotted in the inset of Fig. 2 versus the correlation
length of the disorder, depends on both � and �R. For
�R � �, we find kmax ’

1��
2
p
�
�1
 �R=�

2
��
2
p �, so that the local-

ization is maximum near the crossover between the phonon
and the free-particle regimes as for uncorrelated potentials
[22]. For �R � �, however, we find kmax ’ 2=3�R so that
kmax is no longer determined by the healing length but
rather by the correlation length of the disorder, and lies
deep in the phonon regime. For k > 1=�R, �k vanishes.
This defines an effective mobility edge due to long-range

FIG. 1 (color online). Density plot of the Lyapunov exponent
of the BQPs for a 1D speckle potential.
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correlations in speckle potentials, as for bare particles
[17,30].

Finally, let us determine the absolute localization maxi-
mum. The Lyapunov exponent �k decreases monotonically
versus � and VR=�. However, for fixed values of VR=� and
�, �k has a maximum at �R �

��������
3=2

p
� and k � �
1=

���
6
p

(see Fig. 1), and we find the corresponding localization
length (Lmax � 1=�max):

 Lmax��� � �512
���
6
p
=9����=VR�

2�: (14)

At the localization maximum, we have �R � � so that the
disorder cannot be modeled by an uncorrelated potential,
and the long-range correlations must be accounted for as in
our approach. For �R � 0:3 �m [14] and VR � 0:2 �, we
find Lmax ’ 280 �m, which can be smaller than the system
size in disordered, ultracold gases [11,14,31].

In conclusion, we have presented a general treatment for
the AL of BQPs in an interacting BEC subjected to a
random potential with finite-range correlations. We have
calculated the Lyapunov exponents for a 1D speckle po-
tential, and we have shown that the localization is strongest
when �R � �. We have found that the localization length
can be smaller than the size of the BEC for experimentally
accessible parameters. We expect that the AL of BQPs
could be observed directly, for instance as a broadening
of the resonance lines in Bragg spectroscopy, a well mas-
tered technique in gaseous BECs [32].
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We study the Anderson localization of Bogoliubov quasiparticles (elementary many-body excitations) in a
weakly interacting Bose gas of chemical potential μ subjected to a disordered potential V . We introduce a general
mapping (valid for weak inhomogeneous potentials in any dimension) of the Bogoliubov–de Gennes equations
onto a single-particle Schrödinger-like equation with an effective potential. For disordered potentials, the
Schrödinger-like equation accounts for the scattering and localization properties of the Bogoliubov quasiparticles.
We derive analytically the localization lengths for correlated disordered potentials in the one-dimensional
geometry. Our approach relies on a perturbative expansion in V/μ, which we develop up to third order, and we
discuss the impact of the various perturbation orders. Our predictions are shown to be in very good agreement with
direct numerical calculations. We identify different localization regimes: For low energy, the effective disordered
potential exhibits a strong screening by the quasicondensate density background, and localization is suppressed.
For high-energy excitations, the effective disordered potential reduces to the bare disordered potential, and the
localization properties of quasiparticles are the same as for free particles. The maximum of localization is found
at intermediate energy when the quasicondensate healing length is of the order of the disorder correlation length.
Possible extensions of our work to higher dimensions are also discussed.
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I. INTRODUCTION

Disorder in ultracold quantum gases is attracting a growing
interest due to unprecedented possibilities of controlling
disorder and atom-atom interactions for bosons, fermions,
or mixtures of atomic species created in one-, two-, or
three-dimensional traps [1–4]. So far much attention has
been devoted to studies of the disorder-induced damping
of motion in Bose [5–10] and Fermi [11] gases, classical
localization [12–20], spatial diffusion [19–25], and Anderson
localization in regimes where interactions can be neglected
[18,21,24,26–39]. The effects of disorder in interacting
quantum systems have also been studied in a variety of
contexts, such as transport in weakly interacting Bose-Einstein
condensates [40–48], interacting Bose gases at equilibrium
[26,49–72], strongly interacting Fermi gases [73–76], and
coupled two-component gases [77–83].

The interplay of disorder and interactions in quantum sys-
tems is an issue of fundamental importance to understand the
behaviors of superfluid 4He in porous media [84–88], dirty su-
perconductors [89–93], and ultracold gases in optical disorder
[55,66–68,70]. Although a number of questions are open, in
particular regarding the fate of Anderson localization, general
behaviors can be found in various situations. For instance,
weak repulsive interactions in a Bose gas at zero temperature
in a disordered potential generally lead to delocalization
[53,60,63,94]: In the absence of interactions, all bosons con-
dense into the single-particle ground state, which is localized
[95]. This kind of N -body Fock state is highly unstable in
an infinite system where an infinity of spatially-separated
single-particle states coexist at arbitrarily close energies [96].
Then, for weak repulsive interactions, the Bose gas fragments
into a number of low-energy, localized single-particle states,
so as to minimize the interaction energy [53,60,63]. The Bose
gas forms a gapless compressible insulating phase, known

as the Bose glass [94,97–103]. For increasing mean-field
interactions, the fragments merge and form a single extended
condensate, which restores superfluidity [53,60,63,104–108].
Finally, in the strongly interacting regime, repulsive in-
teractions can finally destroy again superfluidity, forming
Tonks-Girardeau gases in 1D [99,109–111] or disordered Mott
insulators in lattice gases [100–102].

The above results lead to the conclusion that, at zero
temperature where only the ground state plays a role, repulsive
interactions destroy Anderson localization in Bose gases
for moderate interaction strengths that are compatible with
the mean-field approach [53,94,104]. At nonzero tempera-
ture however, important properties, such as the correlation
functions, phase coherence, and long-range order [105,112],
are determined by the excitations of the Bose gas, which
are populated thermally. It is thus of prime importance to
determine how disorder affects the behavior of the latter.
These excitations of the many-body system are of collective
nature. They can be viewed as quasiparticles, scattering on the
disordered potential. In contrast to the mean-field background,
which is extended, the Bogoliubov quasiparticles of a weakly
interacting Bose gas can be localized in the presence of a
disordered potential [51,54,58,71,72].

In this paper, following the approach of Ref. [54], we
present a detailed theory of the Anderson localization of
Bogoliubov quasiparticles in weakly interacting Bose gases
subjected to correlated disordered potentials. On the one hand,
this approach applies to any kind of weak disordered potentials
with short- or long-range correlations and offers a unified
theory valid all along the crossover from the phonon regime to
the free particle regime. On the other hand, it permits a straight-
forward interpretation of the effect of repulsive interactions in
terms of a screening of the disorder by the density background.
In Sec. II, the grand-canonical Hamiltonian of the interacting
many-body system is expanded up to second order in phase and
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density fluctuations. The reduced Hamiltonian is quadratic and
can be diagonalized by following the standard Bogoliubov-
Popov approach. The excitations are the solutions of the
Bogoliubov–de Gennes equations, which consist in a set of two
coupled differential equations of order two. In Sec. III, we then
introduce a general mapping, valid for weak inhomogeneous
potentials in any dimension, of the Bogoliubov–de Gennes
equations onto a single-particle Schrödinger-like equation
with a screened potential. For disordered potentials, the
effective Schrödinger-like equation describes the scattering
and localization properties of the Bogoliubov quasiparticles.
In Sec. IV, we apply this approach to study the Anderson
localization of Bogoliubov quasiparticles in one-dimensional
disorder. We derive analytical formulas for the localization
length of the Bogoliubov quasiparticles up to third order in
perturbation theory and compare our predictions to direct nu-
merical calculations. Our results exhibit different localization
regimes: For low energy, the effective disordered potential
accounts for a strong screening by the quasicondensate density
background and Anderson localization is suppressed. For
high energy excitations, the screening is small; the effective
disordered potential reduces to the bare disordered potential
and the localization properties of quasiparticles are the same
as for free particles. The maximum of localization is found at
intermediate energy when the quasicondensate healing length
is of the order of the disorder correlation length. Finally,
in Sec. V, we summarize our results and discuss possible
extensions of our work, in particular toward higher dimensions.

II. ELEMENTARY (BOGOLIUBOV) EXCITATIONS IN A
BOSE GAS WITH WEAK DENSITY FLUCTUATIONS

We consider a d-dimensional, ultracold, dilute gas of
bosons with weak repulsive interactions, in a potential V (r).
The system is described by the grand-canonical Hamiltonian

K̂ = Ĥ − μN̂

=
∫

dr
{

h̄2

2m
[(∇θ̂ )2n̂ + (∇√

n̂)2]

+V (r)n̂ + g

2
n̂2 − μn̂

}
, (1)

where the short-range atom-atom interactions are modeled by a
contact potential with coupling constant g > 0, m is the atomic
mass, n̂ and θ̂ are the density and phase operators, which satisfy
the commutation relation [n̂(r),θ̂ (r′)] = iδ(r − r′) [113], and
μ is the chemical potential. In the full form (1), solving K̂

for eigenstates is difficult in general. Yet, for small density
fluctuations around nc = 〈n̂〉 (i.e., for |δn̂| � nc, where |δn̂|
is the typical value of δn̂ = n̂ − nc in the state of the system)
and for small phase gradient (h̄2|∇ θ̂ |2/2m � μ), the operator
K̂ can be expanded around the classical field nc, ∇ θ̂ = 0,
following the Bogoliubov-Popov approach [114–119].1 In

1The definition of a phase operator requires special care. A suitable
definition can be found in Ref. [118], where a lattice model is
used for a rigorous formulation of the Bogoliubov-Popov theory
for quasicondensates. The equations derived in this lattice model
coincide with the continuous formulation of Eqs. (2), (5), and (6)

the zeroth-order expansion the ground-state density profile is
found by minimizing the grand-canonical energy functional
associated with the Hamiltonian (1) with respect to the
variation of nc(r). This yields the Gross-Pitaevskii equation
(GPE) [

− h̄2

2m
∇2 + V (r) + gnc(r) − μ

] √
nc(r) = 0. (2)

Then, retaining only the leading terms in the expansion
of the density fluctuations δn̂ and phase gradients ∇ θ̂ , the
Hamiltonian (1) is cast into the form K̂ = E0 + ∑

ν εν b̂†
ν b̂ν ,

where b̂†
ν and b̂ν are the bosonic creation and annihilation

operators of an excitation [Bogoliubov quasiparticle (BQP)]
of energy εν .2 The phase and density operators are expanded
as

θ̂(r) = −i

2
√

nc(r)

∑
ν

[f +
ν (r) b̂ν − H.c.], (3)

δn̂(r) =
√

nc(r)
∑

ν

[f −
ν (r) b̂ν + H.c.], (4)

where the Bogoliubov wave functions f ±
ν (r) are solutions of

the Bogoliubov–de Gennes equations (BdGEs) [122][
− h̄2

2m
∇2 + V (r) + gnc(r) − μ

]
f +

ν (r) = ενf
−
ν (r), (5)[

− h̄2

2m
∇2 + V (r) + 3gnc(r) − μ

]
f −

ν (r) = ενf
+
ν (r) (6)

with the normalization∫
dr[f +

ν (r)f −
ν ′

∗(r) + f −
ν (r)f +

ν ′
∗(r)] = 2δν,ν ′ . (7)

Equations (3) and (4) reveal the simple physical meaning
of the functions f +

ν (r) and f −
ν (r). Up to the factor

√
nc(r),

they describe the spatial dependence of the phase and density
fluctuations associated with the BQPs, respectively. Notice
that, as first pointed out by Popov [116,117], the above
derivation of the BdGEs in the phase-density representation
provides an extension of the usual Bogoliubov–de Gennes
theory. In the latter, the starting point consists in applying the
usual Bogoliubov shift to the field operator, �̂ = √

nc + δ�̂,
and expanding K̂ up to quadratic terms in the fluctuation δ�̂

[114,115,122]. This approach assumes weak phase and density
fluctuations around a unique classical field

√
nc which breaks

the U (1) phase symmetry of the Hamiltonian. On the contrary,
the phase-density picture used in this work does not rely on this
assumption. In particular, it provides a satisfactory description

upon replacement of the coupling constant g by an effective coupling
constant that depends on the lattice spacing l, and converges to g in
the limit l → 0 in 1D [118,119].

2We discard in the canonical form of K̂ and in Eqs. (3) and (4)
the contribution of the P̂ and Q̂ operators which arise in Bogoliubov
approaches without particle number conservation [120,121], as these
operators play no role in the elementary excitations of the Bose
gas and vanish in number-conserving approaches. Note also that the
orthogonal projection of the Bogoliubov modes, as used in conserving
approaches [118,121], does not alter the results presented here.
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of the mean-field ground state nc(r) and the excitations of Bose
gases in the quasicondensate regime [123,124].

Within the above formalism, Eqs. (2), (5), and (6) form a
closed set which describes noninteracting, bosonic quasiparti-
cles. Interactions between these quasiparticles only arise with
higher-order terms in the expansion of K̂ , which we neglect
here. Therefore, to study the low-temperature properties of the
Bose gas in the external potential V (r), we are left with the
sole modes defined by the GPE (2) and BdGEs (5) and (6).
Still, the set of equations (2), (5), and (6) remains difficult
to solve in general, as the GPE (2) is nonlinear, and the two
coupled second-order BdGEs (5) and (6) themselves amount
to a differential problem of order four. In the following, we
develop a perturbative approach, valid in the limit of a weak
potential V (r), which enables us to solve Eqs. (2), (5), and (6)
rigorously, and to interpret the underlying physics in simple
terms.

III. A SCHRÖDINGER-LIKE EQUATION FOR
BOGOLIUBOV EXCITATIONS IN WEAK POTENTIALS

From now on, we assume that V (r) is a weak external
potential with a vanishing average (V = 0),3 and a typical
amplitude VR,4 such that V 2

R = V 2. While a less stringent
weakness criterion can be derived (see below and Ref. [104]),
|VR| � μ is a sufficient assumption to start with. Note that,
although we will focus on the case of a disordered potential
in the following, the perturbative approach introduced here
is general, and V need not be a disordered potential. In any
case, we write the autocorrelation function of V , C2(r′ − r) =
V (r)V (r′), in the dimensionless form

C2(r) = V 2
Rc2(r/σR), (8)

where σR is a characteristic length scale of V , which will
be precisely defined below when needed. In the following
paragraphs, we solve the GPE (2) for the ground-state density
nc (Sec. III A), and we use the result to reduce the BdGEs (5)
and (6) to a single Schrödinger-like equation (Secs. III B and
III C).

A. The (quasi-)BEC density background

In the regime where the repulsive interactions are strong
enough (while remaining compatible with the mean-field
regime), i.e., when the healing length

ξ = h̄√
4mμ

(9)

is much smaller than the size of the system L, the density
profile nc is homogeneous in the absence of an external
potential, and remains extended (delocalized) for a weak

3When V is a disordered potential, we assume spatial homogeneity,
so that the spatial average of V coincides with its statistical average
[96]. For non-disordered potentials, V denotes the spatial average
of V .

4The sign of VR becomes relevant in the description of disordered
potentials with asymmetric single-point probability distribution (see,
e.g., Ref. [1]).

potential V , owing to the nonlinear term in the GPE (2)
[53,94,104]. It then proves useful to write the mean-field
density term in the form

nc(r) = μ + 	 − Ṽ (r)

g
, (10)

where

Ṽ (r) = gnc − gnc(r) (11)

contains the inhomogeneous part such that Ṽ = 0, and

	 = gnc − μ (12)

represents the mean deviation from the mean-field equation
of state μ = gnc that holds in the homogeneous case (V =
0). The quantities Ṽ and 	 both vanish for V = 0, and are
expected to remain small for a weak external potential V and
repulsive interactions that are strong enough. We then write
the perturbation expansions of these quantities in increasing
powers of VR/μ:

Ṽ (r) = Ṽ (1)(r) + Ṽ (2)(r) + · · · , (13)

	 = 	(1) + 	(2) + · · · . (14)

The various terms can be calculated by generalizing the
approach of Ref. [104] beyond the first order. Details of these
calculations are presented in Appendix A (see also Ref. [72]).
Below, we only discuss the main results.

1. First correction to the mean-field equation of state

The first-order term 	(1) in the deviation 	 vanishes [104].
The leading term is thus provided by 	(2), which depends
explicitly on the potential V and on the healing length ξ

through [see Eq. (A16) in Appendix A]:

	(2) = V 2
Rσd

R

2(2π )d/2μ

∫
dq

(|q|ξ )2

[1 + (|q|ξ )2]2
ĉ2(qσR), (15)

where ĉ2 is the Fourier transform5 of the reduced autocorrela-
tion function c2 defined in Eq. (8). As ĉ2 is a positive function
by virtue of the Wiener-Khinchin theorem, we always have
	(2) > 0, i.e., μ < gnc in the presence of an external potential
(see also Ref. [94]). In Fig. 1, Eq. (15) is compared to exact
numerical calculations of 	 for a disordered potential and a
monochromatic lattice potential, with various values of the
ratio σR/ξ , in a 1D geometry. As expected, the agreement is
good for values of VR/μ as low as in Fig. 1. We checked that the
small discrepancy between 	(2) and 	 in the disordered case
is due to contributions of the order of V 3

R , which are absent
in a monochromatic lattice. This validates the perturbative
approach.

5Throughout the paper, the Fourier transform is defined as f (q) =
(2π )−d/2

∫
drf (r)e−iq·r. The notation f̂ is used for the Fourier

transform of functions f with dimensionless arguments.
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FIG. 1. (Color online) Comparison of the leading-order cor-
rection 	(2) to the mean-field equation of state with numerical
computations of 	 for a 1D speckle potential with a reduced
autocorrelation function c2(u) = sin(u)2/u2 as used in experiments
[12,15,29] and for a 1D periodic lattice V (z) = VR

√
2 cos(z/σR).

Here VR = 0.1μ.

Let us examine some limiting cases. In the Thomas-Fermi
limit, ξ � σR, we find

	(2) 
 V 2
R

2(2π )d/2μ

(
ξ

σR

)2 ∫
dκ |κ |2ĉ2(κ), (16)

so that 	(2)/μ ∝ (VR/μ)2(ξ/σR)2 � (VR/μ)2. The opposite
limit, ξ � σR, corresponds in principle to the white-noise
limit which is obtained by letting the ratio σR/ξ vanish
while keeping the product V 2

Rσd
R constant. Then, the Fourier

transform of the reduced autocorrelation function may be
approximated by a constant, ĉ2(κ) 
 ĉ2(0). In fact, we find
that the white-noise limit of expression (15) is correctly defined
only in 1D, for which we obtain

	(2) 

√

πV 2
RσR

4
√

2μξ
ĉ2(0), (17)

so that 	(2)/μ ∝ (VR/μ)2(σR/ξ ) � (VR/μ)2. In dimension
higher than one, this limit cannot be defined because the
integrand dq (|q|ξ )2/[1 + (|q|ξ )2]2 scales as qd−3dq for high
momenta (q � ξ−1). The integral in Eq. (15) would thus
be plagued by an ultraviolet divergence for d � 2 and a
constant ĉ2(κ) = ĉ2(0). In other words, for d � 2, the quantity
	(2) depends crucially on the precise form of the reduced
autocorrelation function c2.

2. Inhomogeneous part of the (quasi-)BEC density

In contrast to the mean deviation 	, the leading contribution
to the inhomogeneous part of the density profile is provided
by the first-order term, which reads

Ṽ (1)(r) =
∫

dr′Gξ (r − r′)V (r′), (18)

where Gξ is the Green function associated with the differ-
ential operator −ξ 2∇2 + 1 (see Ref. [104] and Eq. (A15) in
Appendix A). In Fourier space we have

Gξ (q) = (2π )−d/2

1 + (|q|ξ )2
, (19)

so that

Ṽ (1)(q) = V (q)

1 + (|q|ξ )2
. (20)

The healing length ξ clearly appears as a threshold length scale
in the response of the density nc(r) to the external potential
V (r). Indeed, we have Ṽ (1)(q) 
 V (q) for |q| � ξ−1, whereas
Ṽ (1)(q) � V (q) for |q| � ξ−1. In other words, the potential
Ṽ (1)(r) follows the spatial modulations of V (r) while evening
out the high-frequency components. It also follows from the
Parseval-Plancherel theorem that |Ṽ (1)

R | � |VR|, where |Ṽ (1)
R | is

the standard deviation of Ṽ (1) and the sign of Ṽ
(1)

R is chosen to
be the same as that of VR. The potential Ṽ (1)(r) is thus termed
a smoothed potential [104].

If V (r) is a homogeneous disordered potential, that is, a
disordered potential whose statistical properties do not depend
on the position r [96], then so is Ṽ (1)(r). If V (r) is a periodic
potential, Ṽ (1)(r) is also periodic with the same period, but a
smoothed Bloch amplitude in each periodic cell, and simply
rescaled Fourier components, as shown in Fig. 2. In either case,
Eq. (10) implies that, if V (r) is a homogeneous potential,
the density profile nc is extended [53,104]. Note also that
the first-order term Ṽ (1) is indeed a small perturbation of
the homogeneous density profile whenever |Ṽ (1)

R | � μ, which
loosens the initial weakness criterion |VR| � μ.
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FIG. 2. (Color online) Comparison of the first-order smoothing
solution [Eq. (10) with 	 = 0 and Ṽ = Ṽ (1)] and exact numerical
computations of the density profile in the cases of (a,c) a 1D speckle
potential with reduced autocorrelation function c(u) = sin(u)2/u2

and correlation length σR = ξ and of (b,d) a 1D bichromatic peri-
odic potential. The periodic potential reads V (z) = VR[cos(k0z) +
cos(k0z/7)] with k0ξ = 1. In both cases, VR = 0.1μ. (a,b) The
analytical expression gnc − Ṽ (1)(z) (broad gray line) is hardly
distinguishable from gnc(z) as obtained numerically (red solid line).
The average density gnc (black dashed line) and the Thomas-Fermi
limit gnc − V (z) (green dotted line) are shown as references. (c,d)
Corresponding power spectra of the modulations of gnc(z) (red solid
line/red dots), Ṽ (1)(z) (broad gray line/black crosses), and V (z) (green
dotted line/green circles). The gray dashed line in (d) is a plot of
1/[1 + (qξ )2]2.
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The smoothing solution (10) at first order (	 = 0 and
Ṽ = Ṽ (1)) is compared to exact numerical computations of
the density profile in Fig. 2, both for a disordered and
a bichromatic periodic potential, in coordinate and Fourier
spaces. For the sake of clarity, the power spectra for the
disordered potential [Fig. 2(c)] have been smoothed by a
running average of width 0.1 in qξ units. The agreement
between the first-order smoothing solution and the numerical
results is good, especially when compared to the Thomas-
Fermi limit [for which Ṽ (1)(z) = V (z)]. For the bichromatic
periodic potential, the appearance of red dots around qξ = ±1
in Fig. 2(d) results from the admixture of the two components
of the bichromatic lattice potential due to the nonlinearity of
the GPE, as described by the first nonlinear correction Ṽ (2)

(see Appendix A). The other higher-order components, which
are several orders of magnitude smaller, are not shown.

B. Bogoliubov–de Gennes equations in the decoupling basis

With the BEC background solution nc(r) at hand, we can
now solve the BdGEs (5) and (6). Using Eq. (10), these
equations can be cast into

[
− h̄2

2m
∇2 + V + 	 − Ṽ

]
f +

ν = ενf
−
ν , (21)[

− h̄2

2m
∇2 + 2μ + V + 3	 − 3Ṽ

]
f −

ν = ενf
+
ν , (22)

where 	, V (r), and Ṽ (r) are small compared to μ. As nc(r)
is the ground-state solution of the GPE (2), the (quasi-),
condensate is dynamically stable (see, e.g., Refs. [125,126]),
and we need only consider real-valued, strictly positive
eigenvalues of the BdGEs. Now, given such an eigenvalue
εν , we are interested in the properties of the corresponding
mode {f +

ν (r),f −
ν (r)}. Following the approach developed in

Ref. [54], we take advantage of the structure of the eigenmodes
before perturbation by a weak potential and introduce an alter-
native representation of the BQPs in terms of the components
{g+

ν (r),g−
ν (r)}, where the functions g± and f ± are related by

the linear transformation

g±
ν (r) = ±ρ±1/2

ν f +
ν (r) + ρ∓1/2

ν f −
ν (r), (23)

with

ρν = μ

εν

+
√

1 +
(

μ

εν

)2

. (24)

Expression (24) defines ρν as a function of the eigenvalue
εν which does not depend on the details of the specific mode
under consideration. The linear transformation (23), derived in
Appendix B, is chosen is such a way that the coupling between
g+

ν (r) and g−
ν (r) vanishes in the homogeneous case V = 0. As

such, it offers a convenient starting point for a perturbation
expansion in the case of weak potentials, as shown below.

In the basis of the g±
ν (r) functions, the BdGEs take the exact

form [see Eqs. (B13) and (B14) in Appendix B]:

h̄2k2
ν

2m
g+

ν = − h̄2

2m
∇2g+

ν − 2ρν

1 + ρ2
ν

(Ṽ − 	)g−
ν

+
[
V − 3 + ρ2

ν

1 + ρ2
ν

(Ṽ − 	)

]
g+

ν , (25)

−h̄2β2
ν

2m
g−

ν = − h̄2

2m
∇2g−

ν − 2ρν

1 + ρ2
ν

(Ṽ − 	)g+
ν

+
[
V − 1 + 3ρ2

ν

1 + ρ2
ν

(Ṽ − 	)

]
g−

ν , (26)

where

h̄2k2
ν

2m
=

√
μ2 + ε2

ν − μ, (27)

h̄2β2
ν

2m
=

√
μ2 + ε2

ν + μ. (28)

Both k and β are real-valued functions of the energy ε.
As a consequence, the associated g+

ν and g−
ν functions

are essentially of the oscillating and the evanescent type,
respectively, owing to the signs of the left-hand side (l.h.s.)
terms in Eqs. (25) and (26). This is consistent with the limit
of a vanishing external potential (V = 0, and thus Ṽ = 0,
	 = 0), where the equations for g+

ν and g−
ν are decoupled.

It the latter case, the quantity k can be identified with the
wave number |k| of an oscillating, plane-wave BQP mode of
energy εk , and Eq. (27) is equivalent to the usual Bogoliubov
dispersion relation

εk =
√

h̄2k2

2m

(
h̄2k2

2m
+ 2μ

)
. (29)

The β coefficients, on the other hand, characterize a subset of
solutions to the BdGEs that are forbidden when V = 0, as the
boundary conditions imposed on the system (e.g., periodic
or homogeneous Dirichlet boundary conditions) preclude
monotonously growing or decreasing BQP components.

C. Effective Schrödinger equation

While the g−
ν function vanishes identically in the absence

of an external potential, this is no longer true when V couples
g−

ν to g+
ν via Eqs. (25) and (26). For a weak external potential,

however, all the terms introduced by g−
ν in Eq. (25) are at least

of second order in VR [see Eq. (B16) and the discussion below],
so that we can neglect the second term on the right-hand side
(r.h.s.) of Eq. (25). Besides, the terms proportional to 	 in
Eqs. (25) and (26) are at least of second order in the disorder
amplitude VR (see Sec. III A1), and can also be neglected in a
first-order approach. We are thus left with the following closed
equation for g+

ν , which is valid to first order in VR:

− h̄2

2m
∇2g+

ν (r) + Vkν
(r)g+(r) 
 h̄2k2

ν

2m
g+

ν (r), (30)

where

Vkν
(r) = V (r) − 3 + ρ2

ν

1 + ρ2
ν

Ṽ (1)(r). (31)
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FIG. 3. (Color online) Plot of the screened potential Vk(z) for
the same 1D speckle potential (σR = ξ , VR/μ = 0.1) as in Fig. 2(a),
with ε/μ = 0.1 (i.e., kξ 
 0.05) and ε/μ = 10 (i.e., kξ 
 2). The
bare potential V (z) and the smoothed potential Ṽ (z) are shown for
comparison.

Equation (30) is formally equivalent to a Schrödinger equation
for a bare particle of energy h̄2k2

ν/2m in an effective potential
Vkν

(r).6 The potential Vkν
(r) differs from both the bare

potential V (r) and the smoothed potential Ṽ (r) and explicitly
depends on the BQP energy εν via the parameter ρν . These
features are illustrated in Fig. 3 where we plot a given
realization of a 1D speckle potential V (z), together with the
corresponding smoothed potential Ṽ (z) and effective potential
Vkν

(hereafter named screened potential on grounds explained
below), for two values of the BQP energy.

For further convenience, the dependence of the effective
potential on the BQP energy εν is expressed by the subscript
kν , with the understanding that kν is defined by Eq. (27).
Combining Eqs. (24) and (27), we find

ρν =
√

1 + 1

(kνξ )2
, (32)

and hence

Vkν
(r) = V (r) − 1 + 4(kνξ )2

1 + 2(kνξ )2
Ṽ (1)(r). (33)

To gain more insight into the properties of Vkν
(r), let us turn

to Fourier space where, by virtue of Eq. (20), the effective
potential reads

Vkν
(q) = V (q)

[
1 − 1 + 4(kνξ )2

1 + 2(kνξ )2

1

1 + (|q|ξ )2

]
. (34)

Upon inspection, this expression shows that we have
|Vkν

(q)| � |V (q)| for any Fourier component q and any BQP
energy εν . Note also that, by construction of Ṽ (1), the potential
Vkν

has a vanishing average. Hence, keeping in mind that Vkν

results from the competition of the bare potential V and the

6Note that the effective energy h̄2k2
ν/2m appearing in the

Schrödinger-like equation (30) differs from the actual energy εν of
the BQP under consideration, as shown by Eq. (27).

BEC background nc in the BdGEs, we term Vkν
a screened

potential. The screening thus affects all Fourier components
of the external potential in any dimension.

Once Eq. (30) has been solved (possibly self-consistently)
for g+

ν , the function g−
ν can be computed from g+

ν . Indeed,
since h̄2β2

ν /2m > μ [see Eq. (28)] and for |VR| � μ, the last
term in the r.h.s. of Eq. (26) can be neglected, and we find

g−
ν (r) 
 2m

h̄2β2
ν

2ρν

1 + ρ2
ν

∫
dr′G1/β(r − r′)Ṽ (1)(r′)g+

ν (r′), (35)

where G1/β(q) = (2π)−d/2

1+(|q/β|)2 is the Green function associated

with the differential operator −(1/β)2∇2 + 1, written in
Fourier space.

For analytical purposes, the g±
ν functions hence usefully

replace the physically meaningful quantities f ±
ν , which can

readily be recovered by inverting transformation (23). In
particular, as far as asymptotic localization properties in
disordered potentials are concerned, Eq. (35) tells us that the
typical amplitude of g−

ν evolves parallel to the amplitude of g+
ν

on intermediate to long length scales, if Ṽ is homogeneous. In
this respect, the benefit of the mapping of the exact BdGEs onto
Eqs. (30) and (31) is that we can apply standard techniques for
bare Schrödinger particles in weak disordered potentials, in
any dimension, as long as these are consistent with the lowest-
order approximation used to derive the effective equation (30).
Yet, BQPs differ substantially from usual bare particles in their
scattering and localization properties, because of the peculiar
features of the screened potential Vkν

(r).

IV. LOCALIZATION OF BOGOLIUBOV QUASIPARTICLES
IN ONE DIMENSION

The formalism developed in Sec. III is valid for any
weak potential. It is particularly fruitful when applied to
disordered potentials as known theories developed for single
(noninteracting) particles can be directly applied to the
effective Schrödinger-like equation (30). In this section, we
focus on the one-dimensional geometry using the so-called
phase formalism [96], which allows for an exact perturbative
calculation of the Lyapunov exponent (inverse localization
length). This procedure can be straightforwardly extended
to higher dimensions, applying appropriate single-particle
theories to Eq. (30), for instance the self-consistent theory
of localization [127,128].

A. Phase formalism in the Born approximation

In 1D, the Lyapunov exponent γk of a bare particle of
energy Ek in a disordered potential V (z) is simply related
to the backscattering amplitude of the particle from the
inhomogeneities of V . For a weak disorder, the Lyapunov
exponent can be extracted from a perturbation expansion
γk = γ

(2)
k + γ

(3)
k + · · · in powers of the disorder amplitude

VR. For γk � k, this approach yields the following result in
the lowest-order (Born) approximation [96]:

γ
(2)
k =

√
2π

8k2

(
2m

h̄2

)2

C2(2k), (36)
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FIG. 4. (Color online) Screening function S. The dashed lines
show the asymptotic behaviors in the phonon regime [S(kξ ) 

2(kξ )2 for kξ � 1 or, equivalently, ε � μ] and free-particle regime
[S(kξ ) 
 1 for kξ � 1 or, equivalently, ε � μ].

where C2(q) is the Fourier transform of C2(z), evaluated at
q = 2k. In this formulation, V (z) has a vanishing average,
and k, explicitly defined as k = √

2mEk/h̄, stands for the
typical wave vector of the particle under consideration. As
such, the parameter k, rather than the related energy Ek , is
the meaningful quantity in the interference effect that causes
Anderson localization. Applying this result to the Schrödinger-
like equation (30), we derive the Lyapunov exponent �k of a
BQP in the Born approximation �k 
 �

(2)
k :

�
(2)
k =

√
2π

8k2

(
2m

h̄2

)2

C2,k(2k), (37)

where C2,k(q) is the Fourier transform of the two-point corre-
lator C2,k(z) = Vk(z′)Vk(z′ + z), and k depends on the energy
ε through Eq. (27) as we are now dealing with BQPs. From
the Wiener-Khinchin theorem, we have C2,k(q) ∝ |Vk(q)|2, so
that, according to Eq. (31), the relevant Fourier component of
Vk for the calculation of �

(2)
k is

Vk(2k) = V (2k) − 1 + 4(kξ )2

1 + 2(kξ )2
Ṽ (1)(2k). (38)

Then, inserting Eq. (20) into Eq. (38), we obtain

Vk(2k) = S(kξ )V (2k), (39)

where

S(kξ ) = 2(kξ )2

1 + 2(kξ )2
. (40)

Finally, Eq. (37) can be rewritten as

�
(2)
k = [S(kξ )]2γ

(2)
k , (41)

where

γ
(2)
k =

√
2π

32

(
VR

μ

)2
σR

k2ξ 4
ĉ2(2kσR). (42)

Equation (41), together with Eqs. (27), (40), and (42),
completely determines the Lyapunov exponent of a BQP of
energy ε in a weak, correlated, 1D disordered potential.

Remarkably, Eq. (41) shows that the Lyapunov exponent
of a BQP can be simply related to that of a bare Schrödinger
particle with the same average wave vector k [54]. The effects
of interactions, in particular, are entirely absorbed in the term
S(kξ ) defined in Eq. (40), which we call screening function
on the basis of the analysis presented in Sec. IV B below.
This function is shown in Fig. 4 and displays two regimes
which can be traced back to the nature of the elementary
excitations of the interacting Bose gas in the absence of
disorder. In the homogeneous case (V = 0), the elementary
(BQP) excitations of the Bose gas undergo a crossover from
a regime of pair excitations with linear dispersion relation for
ε � μ, εk 
 h̄ck with c = √

μ/m the speed of sound [phonon
regime (PH)], to a regime of single-particle excitations with a
quadratic dispersion relation εk 
 Ek = (h̄2/2m)k2 for ε � μ

[free-particle regime (FP)]. Hence, while the localization of
single particles merely results from the competition of their
kinetic energy with the disorder amplitude and correlation
[33], the localization of BQPs also crucially depends on
interaction-induced particle correlations.

B. Localization regimes

Summarizing the results of the previous section, we find
that the Lyapunov exponent of BQPs in weak 1D disordered
potentials is given by the expression

�
(2)
k =

√
2π

8

(
VR

μ

)2
k2σR

[1 + 2(kξ )2]2
ĉ2(2kσR), (43)

obtained by combining Eqs. (40), (41), and (42). In this expres-
sion, the quadratic dependence on the potential amplitude VR is
characteristic of the Born approximation. The scaled Lyapunov
exponent (μ/VR)2�

(2)
k ξ depends only on the two parameters kξ

and σR/ξ . Expression (43) nevertheless contains contributions
of three distinct physical origins, which appear more clearly
in Eqs. (41) and (42): i) a 1/k2 term which is representative of
the kinetic energy of a bare particle, ii) the squared screening
function S(kξ )2 which accounts for particle interactions, and
iii) the spectral density of disorder V 2

RσRĉ2(2kσR) at the wave
vector 2k. The role of these various contributions is discussed
below.

1. Screening in the phonon regime

The interplay of the first two contributions is best un-
derstood by studying the case of a white-noise potential,
which is obtained in the limit σR → 0, |VR| → ∞, with
V 2

RσR = const. In this limit, the spectral density ĉ2 uniformly
approaches a flat distribution with an amplitude of the order
of one. Then, in the free-particle regime ε � μ (i.e., kξ � 1),
we have S(kξ ) 
 1 and �

(2)
k ∼ 1/k2 ∼ 1/ε. In other words,

BQPs localize exactly like bare Schrödinger particles in this
regime, as expected. In the phonon regime, on the contrary,
the kinetic term is dominated by the S(kξ )2 factor, which
is approximately quartic in k (or ε). We then get the scaling
�

(2)
k ∼ k2 ∼ ε2 [51,54], which is consistent with known results

on the localization of acoustic phonons in 1D [129–132].
Interestingly, Eq. (41) combines the two limiting models

in a unified picture, and provides a physical interpretation for
the decreasing localization of phonon modes with decreasing
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energy. The function S(kξ ) reflects the competition of the bare
external potential V and the interaction of the BQPs with the
quasi-BEC density background gnc, which appears here as Ṽ .
In particular, the strong decay of S(kξ ) in the phonon regime
can be interpreted as an increasing screening of the external
potential by the static quasi-BEC background, which adapts to
the long-wavelength modulations of the disordered potential
(see Sec. III A 2).

2. Correlated disordered potentials

To analyze the role of the correlation length σR in
Eq. (43), we consider optical speckle potentials, which are
now widely used with ultracold atoms for their tunability and
truly random properties, as a model of correlated disorder
[5,6,9,12,13,15,19,29,66,67,133]. In the simplest case where
the speckle pattern is obtained at the back focal plane of a lens
with rectangular aperture and uniform illumination (see, e.g.,
Ref. [15]), the reduced autocorrelation function reads

c2(u) = sin(u)2/u2, (44)

where u = z/σR. The corresponding Fourier spectrum is

ĉ2(kσR) =
√

π

2

(
1 − kσR

2

)
�

(
1 − kσR

2

)
, (45)

where � is the Heaviside step function. Then, Eq. (43) reads

�
(2)
k = π

8

(
VR

μ

)2
k2σR(1 − kσR)

[1 + 2(kξ )2]2
�(1 − kσR), (46)

which is shown in Fig. 5. Such disorder correlations introduce
several features, which we discuss below.

Effective mobility edge. Equation (46) shows that the
Lyapunov exponent in the Born approximation, �

(2)
k , vanishes

identically for kσR > 1 (see also Figs. 5 and 6). This feature

FIG. 5. (Color online) Contour plot of the Lyapunov exponent of
BQPs in a speckle potential, as given by Eq. (46). Beyond kσR = 1
(black dashed line), the Lyapunov exponent vanishes completely in
the Born approximation, due to the finite support of the speckle
power spectrum. The green solid line represents the wave vector of
maximum localization for each ratio σR/ξ .
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FIG. 6. (Color online) Lyapunov exponent of BQPs in 1D speckle
potentials with the statistical properties described in Sec. IV B 2,
with VR/μ = 0.05, and for a) σR = 3.7 ξ , b) σR = √

3/2 ξ , and c)
σR = 0.4 ξ . The thick solid lines correspond to the Born term �

(2)
k

given by Eq. (46). The thick purple dashed lines correspond to the
next-order expansion �k 
 �

(2)
k + �

(3)
k (see Sec. IV E). The term �

(3)
k

scales as V 3
R , and results from the addition of three contributions:

�
(3)
Vk ,Vn

(green dash-dotted), �
(3)
Vk ,V− (red dashed), and �

(3)
Vk ,Vk ,Vk

(blue
dotted). The dots are the numerical data obtained with the procedure
described in Sec. IV D.

originates from the special correlation properties of speckle
potentials, the power spectrum of which has a high-momentum
cutoff [see Eq. (45)], i.e., contains no 2k component able
to backscatter a wave traveling with wave vector k > 1/σR

according to the elastic process +k → −k at the level of
the Born approximation [18,27]. The Born approximation
consists in truncating the perturbation series in powers of VR
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used to derive Lyapunov exponents after the leading order,
proportional to V 2

R . In agreement with the understanding of
localization in 1D, whereby single particles are localized (i.e.,
γk > 0) at all energies under fairly general assumptions [95],
higher-order terms in the perturbation expansions of γk and
�k are expected to carry contributions which do not all
vanish identically for kσR > 1. However, the larger power
dependence on the small parameter VR/μ makes these terms
negligible in the limit of weak disorder. In this limit, the
Lyapunov exponents thus experience a sharp crossover and
drop by orders of magnitude when k is varied through the value
1/σR. Such a crossover characterizes an effective mobility edge
which strongly affects localization properties in finite-size
systems. As a matter of fact, the third-order contribution to
�k , proportional to V 3

R , can be shown to vanish abruptly for
momenta above the same cutoff at 1/σR (see Sec. IV E), so that
corrections to Eq. (46) beyond that cutoff scale as V 4

R at least.7

This behavior is specific to potentials with cutoffs in their
Fourier-transformed correlation functions [27,32,33,134,135].

Localization maxima. In the white-noise limit, the BQPs
localize best for kξ = 1/

√
2 (i.e., ε = √

3μ), that is, in the
crossover region between the phonon and the free-particle
regime [51]. This behavior results from the competition of bare
kinetic energy and mean-field interactions via the screening
effect, as discussed above. With correlations, however, the
detailed statistical properties of the disorder play a role as well,
and the wave vector of maximum localization kmax decreases
with increasing correlation length σR. More generally, it can
be checked from Eq. (43) that for any correlated disorder with
monotonously decreasing power spectrum akin to model (45),
the wave vector of maximum localization is shifted to lower
values than the corresponding white-noise value. The locus
of kmax as a function of the correlation and healing lengths is
plotted in green solid line in Fig. 5. For each σR/ξ ratio, we
indeed find a unique maximum kmax with

kmax 
 1√
2 ξ

(
1 − σR/ξ

2
√

2

)
, σR � ξ, (47)

kmax 
 2

3 σR
, σR � ξ. (48)

These asymptotic expressions show that kmax is controlled
by the longest length scale in the problem. Finally, we find
an absolute maximum at fixed ξ for σR = √

3/2 ξ and kξ =
1/

√
6, which yields a localization length

Lmax(ξ ) = �−1
max(ξ ) = 512

√
6

9π

(
μ

VR

)2

ξ. (49)

Current experiments with ultracold atoms implement dis-
ordered potentials with correlation lengths of the order of

7For a complete discussion in the framework of the pure Schrödinger
particles in speckle potentials, see, for instance, Refs. [32,33].

σR 
 0.25 μm [19,29,66,67], which yields Lmax 
 230 μm
for VR = 0.2μ. Since this value can be of the order of or even
smaller than the system size, we conclude that localization
of BQPs in ultracold Bose gases is relevant for present-day
experiments.

C. Validity of the leading-order result

Before turning to some numerical tests, let us review the
conditions of validity of the results discussed above. The
Born approximation for BQPs, which yields �k 
 �

(2)
k =

[S(kξ )]2γ
(2)
k , requires (i) the first-order smoothing solution

[Eq. (10) with Ṽ replaced by Ṽ (1) as given by Eq. (18)],
(ii) the first-order decoupling of the g+ and g− modes that
leads to Eq. (30), and (iii) the Born approximation γk 
 γ

(2)
k to

be valid. The weak disorder condition |ṼR| � μ alone ensures
(i) and (ii). Note that this criterion of weak disorder appears
less stringent on the amplitude VR of the bare potential, since
smoothing reduces the amplitude of Ṽ with respect to V .
The regime of validity of the Lyapunov exponent derived for
Schrödinger particles in a weak-disorder expansion is in itself a
subtle issue, as the successive terms in the perturbation series
all depend on the disorder amplitude and the energy of the
particle. The resulting asymptotic series is well-behaved in the
high-energy limit. A precise inspection of the low-energy limit,
where the terms of the series blow up, is necessary to exhibit
a rigorous criterion for the validity of a truncated perturbation
expansion (see, e.g., Ref. [136]). For single particles, γk � k is
usually retained [96]. In physical terms, the localization length
should exceed the typical wavelength of the particle. This sets
a VR-dependent lower bound on the single-particle energies
for which the perturbative result is meaningful. Translating
the above criterion to BQPs (�k � k), we obtain

|VR|
μ

√
σR

ξ

√
ĉ2(2kσR) � (kξ )3/2 + 1

2(kξ )1/2
. (50)

This condition of validity resembles the corresponding one
for Schrödinger particles: (|VR|/μ)

√
(σR/ξ )

√
ĉ2(2kσR) �

(kξ )3/2. As expected, the two coincide in the FP regime
(k � 1/ξ ). However, they differ significantly in the PH
regime (k � 1/ξ ). Indeed, for free particles, perturbation
theory always breaks down at low energy (i.e., for k → 0).
Conversely, for BQPs in the PH regime, the strong screening
of the disordered potential leads to a completely different con-
dition: (|VR|/μ)

√
(σR/ξ )

√
ĉ2(2kσR) � 1/(kξ )1/2. The latter is

always valid at low energy, with the assumption that ĉ2(2kσR)
is of the order of unity at most. We thus find that the validity
condition (50) is easily satisfied on the whole spectrum by a
potential that is weak enough, i.e., for (|VR|/μ)

√
(σR/ξ ) � 1.

D. Numerical calculations

In order to test the accuracy of our perturbative approach,
we performed numerical calculations of the Lyapunov expo-
nent of BQPs in a 1D speckle potential, for various ratios
σR/ξ . The first step consisted in determining the ground-state
solution nc of the GPE (2), using a propagation scheme in
imaginary time. As a precise determination of nc(z) is required
for a correct calculation of the low-energy eigenmodes of the
BdGEs (5) and (6), we compared the result of this procedure
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with the smoothing expansion including up to ten perturbation
orders (see Appendix A). The values of 	 computed with
the two methods for σR = √

3/2 ξ agreed within a relative
difference δ	/	 of 0.3% for VR = 0.05μ, while the r.m.s. dif-
ference of the computed density profiles typically amounted to
a few 10−4VR/g. Homogeneous Dirichlet boundary conditions
were imposed in the calculations, i.e., both the density profile
nc and the BQP components f + and f − were constrained to
vanish at the system boundaries.8 We used system sizes of the
order of a few 105 healing lengths, so that the corrections to
the equation of state μ = gnc solely due to kinetic terms at
the boundaries of the system were negligible,9 in particular
as compared to the corrections introduced by the disordered
potential, described in Sec. III A 1.

In a second step, the profile nc(z) obtained as described
above was included into the exact BdGEs (5) and (6), and the
Bogoliubov modes were computed by solving the associated
discretized eigenvalue problem. Eigenvalues and eigenvectors
of the resulting large, non-Hermitian band matrices were
obtained for a limited set of target energies using standard
ARPACK routines.10 The Lyapunov exponent �k was then
obtained by computing estimators of

− lim
z→∞

ln[r(z)/r(z0)]

|z − z0| , (51)

where r =
√

(g+)2 + (∂zg+/k)2 defines the envelope of g+
(see, e.g., Refs. [33,96]), and the abscissa z0 refers to the
localization center of each eigenstate. In order to obtain
accurate estimates of the average value of the logarithm of
r(z) at infinity for a wide range of σR/ξ and kξ parameters, the
numerical calculations were carried out in a large box of size
L = 3.2 × 105ξ (i.e., 105 − 106σR), and disorder averaging
was performed over 200 randomly generated 1D speckle
patterns. We checked that, as expected, using r(z) = |g+(z)|
in expression (51) produces the same results but requires
more extensive disorder averaging, owing to the divergence
of ln |g+(z)/g+(z0)| at the nodes of g+. We also found that
replacing g+ by one of the functions f +, f − or g− in the
expression of r leaves our numerical estimates of the Lyapunov
exponent (51) unchanged, within a relative difference of less
than 5% for all the parameters in this study.

On the whole spectral range which spans the phonon and
free-particle regimes, the numerical data (filled points) shown
in Fig. 6 are in excellent qualitative and fair quantitative
agreement with the analytic prediction of Eq. (46) (thick
solid lines), which corresponds to second-order perturbation

8Periodic boundary conditions were found to complicate the
analysis of the asymptotic localization properties of BQP modes,
due to the periodic regrowths of the localized states in space.

9In a 1D box of length L, the relative correction to the equation
of state associated with the Dirichlet boundary conditions scales as√

2EL/gnc 
 2ξ/L for gnc/EL � 1, where EL = h̄2/2mL2.
10This approach was preferred over other traditional methods for

boundary-value problems, such as shooting algorithms [137], since
the propagation of initial data by a differential operator ξ∂z diverges
exponentially on the length scale of a few healing lengths due to the
coupling into evanescent modes in the case of Bogoliubov excitations
(see Appendix B).

theory. The choice of the value of VR/μ was motivated
by experimental relevance and, as aforesaid, by numerical
tractability for an entire set of σR/ξ and kξ parameters.

Still, for this intermediate value of VR/μ, we find slight
deviations between the numerical data and Eq. (46). As
discussed in Sec. IV E, this small difference can be attributed
mostly to third-order terms which contribute to the exact
Lyapunov exponent �k . Hence, the observed deviations are
expected to be negligible for lower values of VR/μ. We
also find that, even if these deviations cannot be completely
neglected for VR 
 0.05μ, they do not change the qualitative
behavior of �k . Finally, note that for comparable parameters
the deviations appear smaller in the data of Ref. [54] compared
to those of the present work. The present results are actually
more accurate as only a lowest-order smoothing expansion
was used to compute the density nc in Ref. [54].

E. Beyond the Born approximation

While the screened potential Vk of Eq. (30) and the
Lyapunov exponent �

(2)
k of Eq. (41) accurately account for

the scattering and localization properties of BQPs in the limit
of weak potentials, going beyond the leading-order (Born)
approximation used to derive them is interesting in several
respects. First, it should allow us to address the question
of localization beyond cutoffs in the Lyapunov exponent
�

(2)
k such as the one arising in speckle potentials at wave

number 1/σR, described in Sec. IV B 2. Second, studying the
localization properties of BQPs for stronger disorder or weaker
interactions is of particular importance, since with increasing
VR/μ ratio the interacting Bose gas moves away from the
deep superfluid (quasi-)BEC regime and into the weakly
interacting fragmented Bose-glass phase [53,98,99,105,112].
While recent studies [58,105,112] have shown that the low-
energy scaling of the inverse participation length of BQPs
(which characterizes their short-range localization properties)
is modified through the phase transition, the impact of strong
disorder on the long-range localization properties of BQPs
remains an open issue.

We now briefly address the localization properties of the
Bogoliubov quasiparticles beyond the Born approximation by
an inspection of the next-order terms of the weak-disorder
expansion. While details of the derivation can be found in
Appendix C, here we just outline the approach. The starting
point is again the set of BdGEs (25) and (26) in the decoupling
basis g±. Retaining terms up to second order in the potential
amplitude VR, we find a new approximate Schrödinger-like
equation for g+:

h̄2k2

2m
g+ 
 − h̄2

2m
∇2g+ + [Vk(r) + Vn(r) + V−(r)]g+, (52)

where Vk is the screened potential of Eq. (30), proportional
to VR. The two additional terms Vn and V− scale as V 2

R , and
account for the second-order modulations of the density profile
nc and for the coupling of g+ and g−, respectively. Their
expressions are given in Eqs. (C3) and (C4). Although Eq. (52)
is valid a priori only in the regime k � min(1/σR,1/ξ )
(see Appendix C), we found it to provide a rather good
approximation over a wider range of parameters (see Fig. 6
and below). On the basis of the Schrödinger-like equation (52),
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we calculate the third-order contributions to the Lyapunov
exponent following the approach of Ref. [33]. We find

�
(3)
k = �

(3)
Vk ,Vn

+ �
(3)
Vk ,V− + �

(3)
Vk ,Vk ,Vk

, (53)

where �
(3)
Vk ,Vn

(respectively, �
(3)
Vk,V− ) stems from the cross-

correlator of Vk with Vn (respectively, V−), and the last term
involves the three-point autocorrelation function of Vk [see
Eqs. (C9) to (C11)]. These various contributions are plotted
in Fig. 6 for a speckle potential and various σR/ξ ratios. We
find an excellent agreement between the numerical data and
the analytical result �(2)

k + �
(3)
k . For the smallest value of σR/ξ

however, the third order term �
(3)
k does not fully account for

the small difference between the Born approximation �
(2)
k and

the numerical data [see Fig. 6(c)]. This may be due to the fact
that the criterion k � 1/ξ is not met or to contributions of
higher order in �k . Let us now discuss the properties of the
terms appearing in Eq. (53).

Note first that the third-order contributions scale as V 3
R .

They are thus nonzero only for potentials which do not possess
symmetric statistics under the transformation V → −V . This
holds for speckle potentials as used in experiments with
ultracold atoms [33].

A generic feature of the contributions to �
(3)
k is that they

are all of the form

�
(3)
i ∝

∫
dqFi(q)ĉ3(q,2kσR), (54)

where i is an index labeling any of the terms in Eq. (53),
Fi is some function, and ĉ3(q,q ′) is the Fourier transform of
the reduced three-point autocorrelation function of the bare
potential V . Thus, we find that if ĉ3 has a compact support,
�

(3)
k vanishes over an extended part of the spectrum, as in

the single-particle case [32,33]. In particular, in the case of
speckle potentials, one finds a high-momentum cutoff that is
identical to the cutoff in ĉ2, whereby �

(3)
k vanishes identically

for k > 1/σR, just as �
(2)
k does. This result is consistent with

the argument that no odd power of VR can provide the leading-
order term in a given part of the spectrum, since the Lyapunov
exponent is a non-negative quantity [33]. Note that this feature
emerges from the analysis of the terms in Eq. (53) although
the region k ≈ 1/σR a priori lies outside the regime of validity
of Eq. (52).

Figure 6 shows that the magnitude of �
(3)
Vk ,V− , which

originates from the coupling of g+ and g−, is small compared
to the other terms in �

(3)
k . This further legitimizes the use

of the g± basis and suggests that the difference between the
analytical and the numerical results in Fig. 6(c) are likely to be
due to higher-order terms rather than the violation of criterion
k � ξ . We also note that, remarkably, the contributions �

(3)
Vk ,Vn

and �
(3)
Vk ,Vk ,Vk

tend to constant values at zero energy which turn
out to be opposite and thus cancel out in the calculation of
�

(3)
k . This cancellation between two terms that seem to have

different origins in the perturbation expansion is certainly not
accidental, and must be due to the g± representation chosen
to set it up. Finally, an inspection of the low-energy limit
of expression (53) in the case of the above speckle potential

yields the scaling �
(3)
k ∼ k2 ∼ E2, a feature which is likely to

be generic for disordered potentials with ĉ3(0,0) �= 0.

V. CONCLUSION

In this work, we presented a general approach, valid in
any dimension, to describe a weakly interacting Bose gas
of chemical potential μ subjected to a weak inhomogeneous
potential V (r). This approach relies on a two-step perturbative
expansion of the Gross-Pitaevskii equation (GPE) and the
Bogoliubov–de Gennes equations (BdGE), which govern
the (quasi)condensate background and elementary excitations
(Bogoliubov quasiparticles) of the Bose gas, respectively. In
the first step, we calculate the mean-field density profile using a
perturbative expansion of the GPE in V/μ. In the second step,
the result is incorporated into the BdGEs. Turning to an adapted
basis for the Bogoliubov wave functions, we then show that the
BdGEs can be approximately mapped onto a Schrödinger-like
equation, with an effective potential Vk which depends on
the bare potential V , the condensate density background, and
the quasiparticle wave vector k.

Our approach is well suited to study the effects of disorder
in interacting Bose gases and, in particular, to examine
the Anderson localization of Bogoliubov quasiparticles. On
the one hand, it applies to any kind of weak, correlated
disordered potentials. We stress that it is not limited to i)
Gaussian disorder, ii) (uncorrelated) white-noise potentials,
or iii) models of non-overlapping impurities. In particular, it
applies to speckle potentials as used in many experiments with
ultracold atoms. On the other hand, the only small parameter
of the perturbative expansion is the ratio of the disorder
amplitude VR over the chemical potential μ. Our approach
differs in this respect from standard approximations used in
various other works: (i) the approximation of the BdGEs
by hydrodynamical equations, which confine the theory to
excitations of typical wavelength λ � ξ , where ξ is the healing
length of the condensate [51,125], (ii) the Thomas-Fermi
approximation of the background density profile, which is
valid only under the assumption ξ � σR, where σR is the
typical (minimal) length scale on which the external potential
varies [51], (iii) the white-noise approximation which requires
at least σR � λ [51,138]. Conversely, the approach developed
here holds for any ordering of the length scales ξ , σR, and λ.

Although our approach can be used to describe the scatter-
ing and localization properties of Bogoliubov quasiparticles
in any dimension, we focused in this work on the one-
dimensional case, which leads to the strongest localization
effects [54]. In the low-energy limit and at the leading and
next-leading orders in the disorder amplitude, we found
a quadratic scaling of the Lyapunov exponent with the
quasiparticle energy, �k ∼ ε2 ∝ k2. This finding is consistent
with known results on the localization of phonons [129–132]
and studies in the white-noise limit [51]. The effective potential
Vk derived in our approach provides a physical interpretation
of this suppression of localization in the low-energy phonon
regime (kξ � 1) in terms of an efficient screening of the
long-wavelength modulations of the external potential by the
background density of the Bose gas. In the free-particle regime
(kξ � 1), the Lyapunov exponent asymptotically approaches
the exponent of a bare Schrödinger particle, �k 
 γk . For
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uncorrelated potentials, the Lyapunov exponent of Bogoliubov
quasiparticles thus falls off as �k ∼ 1/ε ∝ 1/k2 in the high-
energy limit. For correlated disorder, the high-energy decay
of the Lyapunov exponent strongly depends on the large k

behavior of the disorder power spectrum, �k ∼ C2(2k)/k2.
If C2(2k) has a finite support as for speckle potentials for
instance [18,27,33], effective mobility edges arise as for bare
particles [32,33,134,135].

Most importantly, our approach covers the crossover
between the phonon and free particle regimes. We find that
localization (�k) is maximum at a given energy ε. For
uncorrelated potentials, this maximum lies around E 
 μ (i.e.,
kξ 
 1), at the crossover between the phonon and free-particle
regimes [51,54]. For correlated potentials, the strength of
localization is also determined by the detailed power spectrum
of the potential and the energy of strongest localization
depends on both the quasicondensate healing length ξ and
the disorder correlation length σR.

Finally, let us discuss some possible extensions of our
work. On the experimental side, the observation of localized
Bogoliubov excitations appears as a challenge. It would be
interesting to search for evidence of localization in the broad-
ening of the dynamic structure factor, as measured in Bragg
spectroscopy experiments [139–141]. Such broadenings have
been measured to characterize coherence lengths of a couple
hundred micrometers in elongated quasicondensates [141].
We infer therefrom that Bragg spectroscopy should allow
the measurement of localization lengths of the same order of
magnitude. On the theoretical side, the localization properties
of Bogoliubov quasiparticles in two and three dimensions
are expected to exhibit an even richer phenomenology. In
particular, as pointed out previously [72,142], the screening
of disorder by interactions is expected to lead to the possible
occurrence of two mobility edges in three dimensions. In such
a scenario, a first delocalization transition would occur at high
energy, as for bare particles, and a second one would occur
at low energies, as the effect of disorder is suppressed in the
limit of vanishing quasiparticle energy [131]. The localized
states would then reside around kξ 
 1. Below a critical
amount of disorder however, no quasiparticle states should
be localized at all. As the screened potential derived here
accurately describes scattering in higher dimensions as well,
it may offer a simple avenue for the description of such a
phenomenology.
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APPENDIX A: PERTURBATION SERIES OF THE
SMOOTHING SOLUTION

In this appendix, we calculate explicitly the leading terms
of the modulations Ṽ (r) = gnc − gnc(r) of the mean-field
interaction term gnc(r) and the deviation 	 = gnc − μ from
the homogeneous equation of state. We consider the limit of
a weak external potential V and strong interactions which is
relevant to our study (see Sec. III A). Working along the lines
of Ref. [104], the weakness of V suggests an expansion of the
square root of the density in powers of VR/μ, which we write
as √

nc(r) =
√

μ

g
[φ(0)(r) + φ(1)(r) + φ(2)(r) + · · · ], (A1)

where φ(0)(r) = 1 is the solution in the absence of disorder
[143] and the functions φ(n)(r) are real valued. We thus have

nc(r) = μ

g

∑
i,j

φ(i)(r)φ(j )(r) (A2)

and the quantities of interest at any order in the expansion
series are readily obtained by collecting the terms at the
corresponding order:

	(0) = 0, (A3)

	(n) = μ
∑

0�i,j�n

i+j=n

φ(i)φ(j ), for n � 1, (A4)

and

Ṽ (0)(r) = 0, (A5)

Ṽ (n)(r) = 	(n) − μ
∑

0�i,j�n

i+j=n

φ(i)(r)φ(j )(r), for n � 1.

(A6)

The functions φ(n)(r) are determined by inserting the perturba-
tion series (A1) into the GPE (2), which is equivalently written
as [

−2ξ 2∇2 − 1 + V (r)

μ
+ gnc(r)

μ

] √
nc(r) = 0, (A7)

and by collecting the terms of order n. The explicit calculation
of φ(n) becomes increasingly tedious as the number of terms
involved grows like n2. Yet, the above perturbation hierarchy
produces a simple recursion formula which can be used in
analytical or numerical calculations. Following the procedure
outlined above, for all n � 1, we obtain

φ(n) = −1

2
Gξ ∗

[
V

μ
φ(n−1) +

∑
i+j+k=n

0�i,j,k�n−1

φ(i)φ(j )φ(k)

]
, (A8)

where Gξ (r) is the Green function associated with the operator
−ξ 2∇2 + 1, which is best written in Fourier space as

Gξ (q) = (2π )−d/2

1 + (|q|ξ )2
, (A9)

and the convolution product is defined as

(f ∗ g)(r) =
∫

dr′ f (r − r′)g(r′). (A10)
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Applying the recursive procedure up to second order, we
find

φ(0) = 1, (A11)

φ(1) = − 1

2μ
Gξ ∗ V, (A12)

φ(2) = 1

4μ2
Gξ ∗

[
V (Gξ ∗ V ) − 3

2
(Gξ ∗ V )2

]
. (A13)

Then, using Eqs. (A4) and (A6), we find

	(1) = 0, (A14)

Ṽ (1) = Gξ ∗ V =
∫

dr′ Gξ (r − r′)V (r′), (A15)

and

	(2) = 1

4μ

{
Gξ ∗ [2V (Gξ ∗ V ) − 3(Gξ ∗ V )2] + (Gξ ∗ V )2

}
= V 2

Rσd
R

2(2π )d/2μ

∫
dq

(|q|ξ )2

[1 + (|q|ξ )2]2
ĉ2(qσR), (A16)

Ṽ (2) = 	(2) − 1

4μ
{Gξ ∗ [2V (Gξ ∗ V ) − 3(Gξ ∗ V )2]

+ (Gξ ∗ V )2}. (A17)

Finally, let us make two comments on the above perturbative
solution of the GPE. First, for the perturbation expansion
be valid, the mean-field density profile nc must be weakly
perturbed around the homogeneous value μ/g. While the
original small parameter is VR/μ, Eq. (A8) shows that∣∣Ṽ (1)

R

∣∣ � μ (A18)

with

Ṽ
(1)

R = sgn(VR)

√
Ṽ (1)2 (A19)

is a somewhat looser criterion for the successive terms of
the expansion to be small. The rms amplitude |Ṽ (1)

R | [see
Eq. (A19)] can be calculated explicitly from Eq. (A15):

∣∣Ṽ (1)
R

∣∣ =
√

V 2
Rσd

R

(2π )d/2

∫
dq

ĉ2(qσR)

[1 + (|q|ξ )2]2
. (A20)

Second, Eq. (A8) can be used to show by induction that,
whenever the potential V is extended, then so are all the
perturbation orders φ(n) and Ṽ (n). In the disordered case,
these simple considerations show how localization can be
destroyed in a regime of weak interactions compatible with
the mean-field approach.

APPENDIX B: DECOUPLING BASIS FOR
BOGOLIUBOV–DE GENNES EQUATIONS IN WEAK

POTENTIALS

In this appendix, we motivate the introduction of the
functions g+ and g− (see Sec. III B) to solve the BdGEs (5) and
(6), and justify the use of the Schrödinger-like equation (30)
for weak potentials. Throughout the paper, we assume that
the system lies in a box whose dimensions eventually tend
to infinity to emulate the continuum limit, and we impose
periodic or homogeneous Dirichlet boundary conditions on the

functions f + and f −. In the latter case, the density nc and the
BQP components f + and f − vanish at the system boundaries.
However, in the limit ξ/L → 0, where L is the system size, and
the absence of an external potential, the system can be regarded
as homogeneous. Together with these boundary conditions,
the BdGEs form the differential problem to be solved. The
system of coupled equations (21) and (22) can be rewritten as
a differential problem in matrix form:

ξ 2∇2F (r) = Hε(r)F (r), (B1)

where

F (r) =
(

f +(r)
f −(r)

)
, (B2)

and Hε(r) = H (0)
ε + W (r) is a real-valued symmetric matrix,

which depends on the energy ε and the position r, with11

H (0)
ε =

(
0 −ε/2μ

−ε/2μ 1

)
, (B3)

W (r) = 1

2μ

(
V + 	 − Ṽ 0

0 V + 3	 − 3Ṽ

)
, (B4)

where the position dependence of V and Ṽ was dropped for
conciseness. The two differential equations on f + and f −
associated with Eq. (B1) are strongly coupled via the off-
diagonal terms in H (0)

ε . Since W is small (at most of first
order in VR), it is worth working in the basis that diagonalizes
H (0)

ε . Indeed, although the change of basis may introduce off-
diagonal (coupling) terms in W , these terms will remain small.
We will then show that this approach is suitable for the setup
of a perturbation expansion.

1. Bogoliubov–de Gennes equations in the decoupling basis

In the absence of an external potential (V = 0), the matrix
W vanishes identically. Then, the matrix Hε = H (0)

ε has two
eigenvalues,

1 −
√

1 + (ε/μ)2

2
≡ −k2ξ 2, (B5)

1 +
√

1 + (ε/μ)2

2
≡ +β2ξ 2, (B6)

associated to the eigenvectors

Fk ∝
( √

ρ

+1/
√

ρ

)
and Fβ ∝

(−1/
√

ρ√
ρ

)
, (B7)

respectively, where

ρ = μ

ε
+

√
1 +

(
μ

ε

)2

. (B8)

For simplicity, let us restrict our discussion to the 1D
case.12 Since Eq. (B1) is of second order, each eigen-subspace

11In an equivalent formulation, Hε can be regarded as an operator
acting on two-vectors of functions f + and f −. The position
representation of Eq. (B1) is adopted here for simplicity.

12The conclusions are naturally extended in higher dimensions.
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corresponds to two possible solutions of the BdGEs. First,
the solutions corresponding to +β2ξ 2 are e±βzFβ , which
either grow or decrease exponentially. These modes are the
evanescent modes discussed below Eq. (28), which thus appear
naturally in this formulation. Since no solution of Eq. (B1) in
the subspace spanned by these eigenvectors can satisfy the
boundary conditions on both boundaries, these modes are
forbidden in the case of vanishing V . Second, the solutions
corresponding to −k2ξ 2 are e±ikzFk , which are oscillating
(plane wave) modes. Since solutions of Eq. (B1) that satisfy
the boundary conditions can be built with linear combinations
of these eigenvectors, these modes are allowed for V = 0.
They correspond to the well-known physical solutions of the
BdGEs (5) and (6).

The procedure above allowed us to decouple the BdGEs
in homogeneous space. Let us introduce now the external
potential V (r). Rewriting Eq. (B1) in the eigenbasis of H (0)

ε ,
we find

ξ 2∇2G(r) = H ′
ε(r)G(r), (B9)

where G(r) = P −1F (r), and

P −1 =
( +√

ρ +1/
√

ρ

−1/
√

ρ +√
ρ

)
(B10)

is the inverse of the transformation matrix from the F basis to
the G basis. The term H ′

ε = H ′
ε

(0) + W ′, which is the analog
of Hε in the G basis, contains a homogeneous part

H ′
ε

(0) =
(−k2ξ 2 0

0 β2ξ 2

)
, (B11)

and a potential-dependent part

W ′(r) = P −1W (r)P

= 1

2μ

(
V − 3+ρ2

1+ρ2 (Ṽ − 	) − 2ρ

1+ρ2 (Ṽ − 	)

V − 2ρ

1+ρ2 (Ṽ − 	) − 1+3ρ2

1+ρ2 (Ṽ − 	)

)
.

(B12)

Note that the BQP energy ε is here embedded in the
dependence of k, β, and ρ on ε [see Eqs. (B5), (B6), and (B8)].

For the sake of clarity, let us write explicitly the two coupled
equations associated to Eq. (B9) in terms of the components
g± of G(r) = (g+(r),g−(r))T:

h̄2k2

2m
g+ = − h̄2

2m
∇2g+ − 2ρ

1 + ρ2
(Ṽ − 	)g−

+
[
V − 3 + ρ2

1 + ρ2
(Ṽ − 	)

]
g+, (B13)

−h̄2β2

2m
g− = − h̄2

2m
∇2g− − 2ρ

1 + ρ2
(Ṽ − 	)g+

+
[
V − 1 + 3ρ2

1 + ρ2
(Ṽ − 	)

]
g−, (B14)

where

g±
ν (r) = ±ρ±1/2

ν f +
ν (r) + ρ∓1/2

ν f −
ν (r). (B15)

These equations are equivalent to the BdGEs, without any
approximation. The benefit of the transformation we have used
is that, for a weak external potential, the terms appearing in

W ′ are all small. In particular, the terms coupling g+ and g−
in Eqs. (B13) and (B14) are at most of the order of V [as
|ṼR| 
 |Ṽ (1)

R | � |VR| and 2ρ/(1 + ρ2) � 1]. The G basis thus
offers a suitable starting point, which takes into account the full
structure of the BdGEs, and which allows for a perturbative
approach in the regime of weak disorder.

2. Leading-order terms: Mapping the Bogoliubov–de Gennes
equations onto a Schrödinger-like equation

Let us now develop the perturbation expansion of the
BdGEs in the G basis. Since Eqs. (B13) and (B14) are
weakly coupled, we can resort to the following self-consistent
approach. Assuming that g− is vanishingly small compared to
g+ for small VR, we neglect the third term on the right-hand
side of Eq. (B14). Then, solving for g− and retaining only the
leading-order term in VR, we obtain13

g−(r) 
 2m

h̄2β2

2ρ

1 + ρ2

∫
dr′G1/β (r − r′)Ṽ (1)(r′)g+(r′),

(B16)

where G1/β(q) = (2π)−d/2

1+(|q|/β)2 is the Green function associated

with the differential operator −(1/β)2∇2 + 1, written in
Fourier space. The positive smoothing function G1/β satisfies∫

dr′G1/β (r′) = 1, and decays on the length scale 1/β, which
is smaller than the healing length ξ and than 1/k, i.e., the
typical length scale over which g+ varies (see Fig. 7). Thus,
owing to the fact that 2m/(h̄2β2) < 1/μ and 2ρ/(1 + ρ2) < 1,
we can safely write

|g−(r)| <
1

μ

∫
dr′G1/β(r − r′)|Ṽ (1)(r′)||g+(r′)|. (B17)

Then, in terms of orders of magnitude,

|g−| <∼
|Ṽ (1)

R |
μ

|g+|
∫

dr′G1/β (r − r′)

<∼
|Ṽ (1)

R |
μ

|g+| � |g+|, (B18)

which is consistent with our initial assumption, i.e., g− is small
compared to g+. In Fig. 7 we show numerical results which
corroborate expression (B16) and the fact that g− is a term of
order Ṽ

(1)
R /μ at most to g+.

From the upper bound (B18), we infer that the second
term on the right-hand side of Eq. (B13) is of the order of
(Ṽ 2

R/μ)|g+| at most, while the third term contains terms scaling
as |VRg+|. Hence, we neglect the former contribution, and
obtain a closed equation for g+ which is valid up to first order
in VR/μ:

− h̄2

2m
∇2g+ + Vk(r)g+ 
 h̄2k2

2m
g+, (B19)

where

Vk(r) = V (r) − 3 + ρ2

1 + ρ2
Ṽ (1)(r). (B20)

13Note that 	 is of second order in VR (see Sec. III A or
Appendix A).
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FIG. 7. (Color online) BQP mode in the g± basis. This eigen-
mode was computed at energy ε 
 1.1μ for a speckle potential with
VR = 0.05μ and σR/ξ = √

3/2. The mode is displayed here over a
few healing lengths, while the size of the box used for the calculation
is L = 3.2 × 105ξ . The g+ and g− components obtained numerically
are given by the black dashed line and the blue solid line, respectively.
The thick red line represents the convolution formula (B16), and the
green dotted line the somewhat cruder approximation (C1) to g−.
Note that the g+ component has been rescaled by VR/μ in this figure
for better comparison with the various representations of g−. With
the above parameters, Ṽ

(1)
R 
 0.6 VR.

These are the expressions reproduced in Eqs. (30) and (31),
which form the basis of our approach to calculate the BQP
modes in leading-order perturbation theory. The advantage of
the g± representation is that, at this level of approximation,
the coupled equations (21) and (22) reduce to a simple closed
equation for g+, the solution of which also determines g− via
Eq. (B16).

APPENDIX C: LYAPUNOV EXPONENT OF BOGOLIUBOV
QUASIPARTICLES BEYOND THE BORN

APPROXIMATION

In this appendix, the perturbation expansion of the Lya-
punov exponent of BQPs is extended one order beyond the
leading-order (Born) approximation, so as to include terms
scaling as V 3

R . To this aim, we consider explicitly the terms in
Eq. (B13) that are of second order in VR.

The third term on the right-hand side of Eq. (B13) contains
both an inhomogeneous term Ṽ (2) and an offset 	(2) that are
proportional to V 2

R , and for which explicit expressions are
given in Appendix A. Elements of order V 2

R are also introduced
into Eq. (B13) by the cross-term Ṽ g−, where g− may be
replaced by expression (B16). If g+ varies on a length scale
larger than that of the other quantities in the integrand of
Eq. (B16), we can use the approximation

g−(r) 
 2m

h̄2β2

2ρ

1 + ρ2
g+(r)

∫
dr′G1/β(r − r′)Ṽ (r′). (C1)

While Eq. (C1) is justified for k � min(1/σR,1/ξ ), we found
that it is actually a good approximation on a broader range of
parameters (see Sec. IV E). For instance, this approximation
shows good agreement with direct numerical results for g− for

the parameters of Fig. 7. Hence, we get a new closed equation
for g+, which now comprises all the terms up to order V 2

R and
is legitimate in the low-energy limit:

h̄2k2

2m
g+ 
 − h̄2

2m
∇2g+ + [Vk(r) + Vn(r) + V−(r)]g+, (C2)

where Vk is the screened potential (B20), and the terms Vn and
V− are potentials proportional to V 2

R :

Vn(r) = −3 + ρ2

1 + ρ2
[Ṽ (2)(r) − 	(2)], (C3)

V−(r) = − 8mρ2

h̄2β2(1 + ρ2)2

∫
dr′G1/β(r − r′)Ṽ (1)(r)Ṽ (1)(r′).

(C4)

The potential term Vn follows from a second-order expansion
of the ground-state density profile, and V− originates from
the coupling between g+ and g−. Both Vn and V− have a
nonvanishing average. These nonvanishing averages suggest
an evaluation of the correlation functions at a wave vector off
the energy shell (29) in the fourth-order Lyapunov exponent
�(4). However, these averages play no role in the correlation
functions contributing to �

(3)
k (see below), and can thus be

disregarded at this level of approximation.
For Schrödinger particles of energy E = h̄2k2/2m in a 1D

disordered potential V , the leading orders of the weak-disorder
expansion of the Lyapunov exponent read [33]

γ
(2)
k = 1

4k2

(
2m

h̄2

)2 ∫ 0

−∞
dzC2(z) cos(2kz), (C5)

with C2(z) = V (0)V (z) and

γ
(3)
k = − 1

4k3

(
2m

h̄2

)3

P
∫

dq
C3(q,2k) + C3(−q, − 2k)

2q

= − 1

4k3

(
2m

h̄2

)3 ∫ 0

−∞
dz

∫ z

−∞
dz′C3(z,z′) sin(2kz′),

(C6)

where P denotes a Cauchy principal value, C3(z,z′) =
V (0)V (z)V (z′) is the three-point correlation function and
C3(q,q ′) is its Fourier transform. Replacing V in these
formulas by the sum of the potential terms appearing in
Eq. (C2) and collecting the different terms according to their
order in VR, up to V 3

R , we find

�k 
 �
(2)
Vk ,Vk

+ �
(3)
Vk ,Vn

+ �
(3)
Vk ,V− + �

(3)
Vk ,Vk ,Vk

, (C7)

where

�
(2)
Vk ,Vk

= 1

4k2

(
2m

h̄2

)2 ∫ 0

−∞
dzVk(0)Vk(z) cos(2kz) (C8)

corresponds to result (37), obtained in the Born approximation,
and the remaining terms are the three contributions to the
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third-order Lyapunov exponent of BQPs:

�
(3)
Vk,Vn

= 1

4k2

(
2m

h̄2

)2 ∫ 0

−∞
dz[Vk(0)Vn(z)

+Vn(0)Vk(z)] cos(2kz), (C9)

�
(3)
Vk ,V− = 1

4k2

(
2m

h̄2

)2 ∫ 0

−∞
dz[Vk(0)V−(z)

+V−(0)Vk(z)] cos(2kz), (C10)

�
(3)
Vk,Vk ,Vk

= − 1

4k3

(
2m

h̄2

)3 ∫ 0

−∞
dz

×
∫ z

−∞
dz′Vk(0)Vk(z)Vk(z′) sin(2kz′). (C11)

Note that, since Vk = 0, the nonvanishing mean values of Vn

and V− play no role in the various contributions to �(3), and
can subtracted from Vn and V− in Eqs. (C9) and (C11). As the
expressions of contributions (C9) to (C11) in Fourier space
are quite involved, we do not reproduce them here. We refer
to Fig. 6 and to Sec. IV E, which provide a discussion of the
behavior of these terms.
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Chapter 4

TWO-COMPONENT ULTRACOLD GASES:
EXTENDED HUBBARD AND SPIN MODELS

In brief – Ultracold atomic systems offer fascinating possibilities to investigate the effects of
disorder in complex systems. For instance, one can realize multi-component gases of bosons,
fermions or mixtures of several species, with controlled parameters. This allows design of new
Hamiltonians, paving the way to investigations of new effects of disorder in ultracold atoms.

Under fairly general assumptions, the dynamics of two-component, strongly-correlated gases
in optical lattices can be mapped onto that of single-component composite particles governed
by extended Hubbard-like models. Disorder in these systems induces a plethora of phenomena.
In Fermi-Bose mixtures, weak disorder leads to composite fermions with random tunneling and
random interactions between nearest-neighbor sites, which can be all attractive, all repulsive,
or randomly attractive and repulsive. It is then possible to form a non-interacting Fermi gas,
a weakly-interacting Fermi liquid, a checker-board insulator or a domain insulator. For strong
on-site inhomogeneities, it is possible to map the Hamiltonian onto a disordered Ising-like model,
which realizes the analogue of the very debated spin glasses.

Lattice spin Hamiltonians can also be realized with Bose-Bose mixtures in optical lattices.
Then, weak disorder allows to simulate controlled random magnetic fields, paving the way to
interesting effects. For instance, the so-called random-field induced order (RFIO) corresponds to
situations where, counter-intuitively, disorder favors spin ordering. RFIO is however very weak
in optical lattice systems. Alternatively, one can use coupled Bose-Einstein condensates (in the
absence of a lattice), which sustain the continuous counterpart of RFIO. This is signaled by a
fixed relative phase and in this case, the effect is very strong and robust.

� The work presented in this chapter has been performed first in the group of Maciej Lewen-
stein in Hannover with Anna Sanpera, Veronica Ahufinger, Adrian Kantian and Jakub Za-
krzewski, and then in collaboration with Maciej Lewenstein, Jan Wehr, Krzysztof Sacha, Thomas
Schulte and Armand Niederberger.
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4.1 Two-component lattice gases in the strongly-correlated
regime: Effective Hamiltonian for composite particles

In this section, we consider a two-species (binary) mixture of ultracold atoms in a deep optical
lattice. We assume that one of the species (b) is bosonic, while the other (B) can be either bosonic
or fermionic. As we will see, the discussion of this section does not depend much on the quantum
statistics of the B-species. We will thus mainly refer to the case of bosons, which is slightly more
general, and point out specific differences in the case of fermions.

4.1.1 Two-component Hamiltonian

The dynamics of a two-component gas confined in a deep optical lattice at low temperature is gov-
erned by the Bose-Bose Hubbard model [see (Lewenstein et al., 2007) and Eq. (1.3) in Sec. 1.1]:

Ĥ = −∑
〈 j,l〉

[(
τbb̂

†
j b̂l + τBB̂†

j B̂l

)
+h.c.

]
+∑

j

(
v jn̂ j +VjN̂ j

)
(4.1)

+∑
j

[
Ubb

2
n̂ j(n̂ j−1)+

UBB

2
N̂ j(N̂ j−1)+UbB n̂ jN̂ j

]

where b̂ j and B̂ j are the annihilation operators of an atom in the lattice site j for the b and B
species respectively, n̂ j = b̂†

j b̂ j and N̂ j = B̂†
j B̂ j are the corresponding number operators, and 〈 j, l〉

denotes a pair of nearest-neighbor lattice sites. The on-site energies v j and Vj are assumed to
be site-dependent. They may include a harmonic component due to trapping and/or a random
component of zero average, which can be generated with incommensurate lattices (Fallani et al.,
2007; Roati et al., 2008; Deissler et al., 2010) or speckle lasers (White et al., 2009; Pasien-
ski et al., 2010). Note that in the case where the B-species is fermionic1, the interaction term
proportional to N̂ j(N̂ j−1) vanishes in the Fermi sub-space, owing to the anti-commutation rela-
tion { f̂ j, f̂ †

j }= 1. The value of UBB, which is unrelevant for fermions, can thus be chosen arbitrary.
As we will see, it is convenient to choose UBB = ∞.

4.1.2 The composite-particle picture

Consider now the strongly-correlated regime, such that 0 < τb,τB � Ubb,UBB,UbB. In order to
construct a relevant Hilbert sub-space, let us first consider the bosonic b-species alone in the
lattice. Neglecting the tunneling, the b-bosons form a Mott insulator with n j =

⌊
µb−v j

Ubb

⌋
, where

b . c stands for the integer part and µb is the chemical potential of the b-bosons in the absence of
the second species. For the sake of simplicity, we assume that µb =Ubb/2 and |v j|<Ubb/2, so that
the b-Bose gas forms a Mott insulator with n j = 1 particle per site2,3. If the values v j are bounded,
this state is gaped by an excitation energy Ubb−∆v, where ∆v is the width of the distribution of
the v j’s.

1For explicit reference to fermions, we use the notation f instead of B.
2We discuss various cases in (Sanpera et al., 2004) and (Ahufinger et al., 2005). Here we restrict to a case that

turns out to be quite generic and rich.
3Physically, this state can be produced with the help of a smooth harmonic trap, close to the trap cen-

ter (Greiner et al., 2002).
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a

Figure 4.1 | Typical energy spectrum of two-component lattice gases in the strongly-correlated
regime. Blue balls represent b-particles, while red balls represent B-particles. a) Excitation processes
and associated typical energies. While the process 0 keeps the state in the low-energy manifold, the other
ones transfer it to higher-energy states. b) Energy spectrum of a two-component lattice gas with strong
interactions. The low-lying states correspond to all configurations of the two atomic species with one atom
per lattice site. The higher-energy excitations correspond to transitions towards states with at least one site
with two particles.

Let us now add the second species, particle per particle. Each B-particle can be added in any
lattice site j. The first one is included into a site that necessarily contains a b-particle, which
costs the energy UbB +Vj if the b-particle stays, while exchanging the b-particle for the B-particle
would cost the energy Vj− v j. For UbB & ∆v, it is thus energetically favorable to exchange the
particles2. Let us now add more B-particles. Similarly as before, if we add a B-particle in a
site that contains a b-particle, it replaces it. If we try to add the B-particle in a site that already
contains a B-particle, it would cost the energy UBB +Vj. Then, for UBB > ∆v,∆V , this process is
not energetically favorable. Note that if the B-particles are fermionic, it is just forbidden by the
Pauli principle, which is equivalent to the case of hard-core bosons, i.e. UBB = ∞.

Hence, for Ubb,UBB,UbB > ∆v,∆V , we have constructed a binary system whose ground state is
a Fock state ∏ j |n j,N j〉, where for any lattice site j, (n j,N j) is either (1,0) or (0,1). The exact
ground state depends on the total number of b- and B-particles, and on the configuration of the
inhomogeneous fields {v j} and {Vj}. There are two kinds of excitations (see Fig. 4.1a). The first
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kind consists in moving a single particle from one site to another (processes 1, 1′, 2, and 2′ in the
figure). This costs the interaction energy Ubb, UBB or UbB and on-site energies of the order of ∆v or
∆V or smaller. The second kind consists in exchanging a b-particle in a given site and a B-particle
in another site (process 0 in the figure). This costs an energy of the order of ∆v+∆V or smaller.

Here, we consider a situation where the interaction terms exceed the other relevant energy
scales, i.e. temperature and tunneling rates and on-site energies. We can thus restrict the Hilbert
space to the subspace E0 generated by {∏ j |n j,N j〉, n j +N j = 1 for all j}. This corresponds
to a manifold of low-energy states formed by all possible configurations with only one particle
(b or B) per lattice site (see Fig. 4.1b). Then, the physics of the mixture can be regarded as
the one of composite particles made of one B-particle and a bosonic b-hole (Lewenstein et al.,
2004; Sanpera et al., 2004). The vacuum thus corresponds to one b-boson in each lattice site.
The annihilation and creation operators of the composite particles depend on the nature of the
B-particles:

− For bosonic B-particles, the annihilation and creation operators of the composites are

B̂ j = b̂†
j B̂ jP (4.2)

B̂†
j = P B̂†

j b̂ j (4.3)

where P is the projection operator onto E0. One can check that these operators verify the
bosonic commutation relations in different sites and fermionic anti-commutation relations
in the same site. The composite particles are thus so called Schwinger (i.e. hard-core)
bosons (Auerbach, 1994).

− For fermionic f -particles1, the annihilation and creation operators of the composites are

F̂ j = b̂†
j f̂ jP (4.4)

F̂ †
j = P f̂ †

j b̂ j. (4.5)

These operators verify the fermionic anti-commutation relations, and the composite parti-
cles are thus fermions.

4.1.3 Effective Hamiltonian

So far, we restricted the analysis to the on-site terms Ĥ0 in Eq. (4.1), and excluded the coupling
terms Ĥ1 corresponding to the first sum in Eq. (4.1). However, since the manifold of low-energy
states that generates the subspace E0 is quasi-degenerate, the coupling terms can strongly couple
the corresponding states of the manifold. Extending the process outlined by Kuklov and Svis-
tunov (2003) to include inhomogeneous on-site energies, we used resolvent perturbation theory
restricted to the Hilbert subspace E0 and include the coupling terms. The effective Hamiltonian
thus reads

〈out|Ĥeff|in〉= 〈out|Ĥ0|in〉+ 〈out|H1|in〉−
1
2
〈out|Ĥ1

(
1

Ĥ0−Ein
+

1
Ĥ0−Eout

)
Ĥ1|in〉, (4.6)

where |in〉 and |out〉 lie in the subspace E0. The Hamiltonian (4.1) then reduces to (Sanpera et al.,
2004; Ahufinger et al., 2005; Wehr et al., 2006)

Heff = − ∑
〈 j,l〉

(
J j,l B̂†

j B̂l +h.c
)
+ ∑
〈 j,l〉

K j,l N̂ jN̂l + ∑
j

V j N̂ j (4.7)
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where N̂ j = B̂†
j B̂ j is the number operator of a composite particle. Hamiltonian Heff contains (i)

a hopping term J j,l , (ii) an interaction term between neighbor sites K j,l , and (iii) inhomogeneous
on-site energies V j. The coupling parameters in Hamiltonian (4.7) read

J j,l =
τbτB

UbB

 1

1−
(

δ j,l
UbB

)2 +
1

1−
(

∆ j,l
UbB

)2

 (4.8)

K j,l = − 4τ2
b /Ubb

1−
(

δ j,l
Ubb

)2 +
2τ2

b /UbB

1−
(

δ j,l
UbB

)2 +
2τ2

B/UbB

1−
(

∆ j,l
UbB

)2 −
4τ2

B/UBB

1−
(

∆ j,l
UBB

)2 (4.9)

V j = Vj− v j + ∑
〈 j,l〉

 4τ2
b /Ubb

1−
(

δ j,l
Ubb

)2 −
τ2

b /UbB

1− δ j,l
UbB

− τ2
B/UbB

1+ ∆ j,l
UbB

+
4τ2

B/UBB

1−
(

∆ j,l
UB

)2

 , (4.10)

where δ j,l = v j− vl and ∆ j,l = Vj−Vl . In principle, these relations hold only in the case where
the B-particles are bosons (Wehr et al., 2006). In fact, all denominators in Eqs. (4.8)-(4.10) result
from virtual hopping of particles from one site to a neighboring one. Some of these process,
which exist when the B-particles are bosons are forbidden for fermions (e.g. hopping of a fermion
towards a site that already contains a fermion). The latter process do not contribute to the hopping
term (4.8), but they do contribute to the interaction terms and to the on-site energies, through
the last term in Eqs. (4.9) and (4.10). Since these terms vanish, in the hard-core limit, the above
equation actually also holds for fermions, provided that we use the convention Uff = UBB = ∞
(Sanpera et al., 2004; Ahufinger et al., 2005).

4.2 Fermi-Bose mixtures

� see papers reprinted on pages 161 and 165

Using the composite-particle picture, we have analyzed the physics of Fermi-Bose mixtures in
disordered, deep optical lattices. The zoology of quantum phases is extremely wide as described
in details in (Sanpera et al., 2004; Ahufinger et al., 2005). Here, we restrict our discussion to a
small part of the phase diagram which illustrates the richness of the system.

4.2.1 Expected phases in the presence of weak disorder

Consider the case described in Sec. 4.1.2 where composites are formed of a f -fermion plus a
b-bosonic hole. For the discussion below, we assume that τb = τf. As can be seen from Eqs. (4.8)-
(4.10), apart from multiplying parameters (scaling as squared tunneling divided by interaction
terms), the parameters of the effective Hamiltonian (4.7) strongly depend on the on-site energies
v j and Vj of the two bare particle species. Hence, the physics depends on how the two species
react to external fields, i.e. trapping and/or disordered potentials.

Case where Vj = 0 - Let us first consider the case where Vj = 0, i.e. the fermionic species is not
subjected to any external field. The coupling constants J j,l and K j,l are plotted on Fig. 4.2a-b as a
function of δ j,l . The hopping amplitudes J j,l are all positive, but may vary quite significantly with
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Figure 4.2 | Coupling parameters for composite fermions in inhomogeneous lattices. The figures
show the tunneling, J j,l , and nearest-neighbor couplings, K j,l , for composites made of one bare fermion
and one bosonic hole as a function of δ j,l , and for different boson-fermion interactions, α =Ubf/Ubb. Figures
a) and b) correspond to the case Vj = 0, while figures c) and d) correspond to the case Vj = v j.

inhomogeneities, especially when δ j,l approaches Ubf. For α≡Ubf/Ubb > 1, we have K j,l ≤ 0 and
we deal with attractive (although inhomogeneous) interactions. For α sufficiently smaller than
unity, we have K j,l ≥ 0 and the interactions between composites are repulsive. For α . 1, we
find that K j,l might take positive or negative values depending on the value of δ j,l . Hence, in the
latter case, the qualitative character of interactions can be controlled by the inhomogeneity (San-
pera et al., 2004).

Let us discuss the case of on-site energies v j generated by a disordered potential. For weak
disorder, we neglect the contributions of δ j,l to J j,l and K j,l , and keep only the leading con-
tribution in V j, i.e. the first term in Eq. (4.10). For K � J, the system forms a Fermi glass
phase, i.e. an Anderson localized (and possibly many-body corrected) phase where single-particle
states are occupied according to the Fermi-Dirac distribution (Freedman and Hertz, 1977; Imry,
1995; von Oppen and Wettig, 1995; Jacoud and Shepelyansky, 1997). The latter always holds
in one- and two-dimensional systems, and in three dimensions for sufficiently strong disorder,
leading to Anderson localization of single particles (Abrahams et al., 1979). For strong repul-
sive interactions (K > 0 and K � J), the ground state forms a Mott insulator-like phase and the
composite fermions are pinned for large-enough filling factors. In particular, for half filling fac-
tor, one expects the ground state to be in the form of a checker-board. For intermediate values
of K/J and still for K > 0, delocalized metallic phases with enhanced persistent currents have
been predicted (Schmitteckert et al., 1998; Benenti et al., 1999; Waintal et al., 2000; Gambeti-
Césare et al., 2002), which would be interesting to search for. Similarly, for weak attractive
interactions (i.e. K < 0 and |K|/J < 1), one expects competition between pairing of fermions
and disorder, i.e. a ‘dirty’ superfluid phase. Finally, for strong, attractive interactions (K < 0 and
|K| � J, the fermions form a domain insulator, i.e. the fermions group together in Nf adjacent
sites. These various phases are schematically depicted on Fig. 4.3.

Case where Vj = v j - The situation differs if the fermions are also subjected to external fields.
Consider now the case where the two species are equally sensitive to the disorder, that is the on-
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Figure 4.3 | Schematic phase diagram of
fermionic composites in a weak disordered po-
tential. The diagram represents the expected
phases as a function of the nearest-neighbor inter-
action strength for composites made of one bare
fermion and one bosonic hole in weak disorder
(δ j,l �Ubb,Ubf) and for vanishing fermionic on-site
energies (Vj ≡ 0) [from (Ahufinger et al., 2005)].

site energies are equal for bosons and fermions in each lattice site, Vj = v j. The coupling constants
J j,l and K j,l are plotted on Fig. 4.2c and d as a function of δ j,l = ∆ j,l . The hopping amplitudes J j,l
are all positive and do not differ very significantly from the previous case. In contrast to the case
where the bosons only are subjected to the disorder, here the sign of the interactions between the
composites is governed by the interactions between bosons and fermions alone. Since δ j,l = ∆ j,l
for all couples of adjacent sites (and since we assume τb = τf), we immediately see from Eq. (4.9)
that K j,l = 0 for α = 1 (i.e. Ubf = Ubb). For α > 1, the effective interactions are always negative,
and the composites experience random attractive interactions, as in the previous case. Conversely,
for α < 1, the effective interactions are always positive, and we thus deal with random repulsive
interactions.

In the presence of a weak disordered potential, we expect the appearance of similar phases as
in the previous case.

4.2.2 Numerical calculations within the Gutzwiller approach

In order to gain insight to this physics, we have performed numerical calculations that give evi-
dences of (i) formation of composite particles, and (ii) existence of different quantum phases in
disordered lattices and in the presence of a harmonic trap. Mean field theory provides appropriate
–although not exact– properties of Hubbard models (Sachdev, 1999). We used the Gutzwiller
variational meanfield approach (Fisher et al., 1989; Rokhsar and Kotliar, 1991; Krauth et al.,
1992; K. Sheshadri et al., 1993). In brief, the Gutzwiller approach neglects site-to-site quantum
coherence so that the many-body ground state is written as a product of N states, each one being
localized in a different lattice site (N being the total number of lattice sites). Each localized state
is a superposition of different Fock states |n,m〉 j with exactly n bosons and m fermions on the j-th
lattice site :

|ψGA〉=
N

∏
j=1

[
∑
n≥0

∑
m=0,1

g( j)
n,m|n,m〉 j

]
. (4.11)

In practice, the sum over n is limited to a finite value nmax which is chosen large-enough that the
numerical results are not affected by nmax. The g( j)

n,m are complex coefficients proportional to the
amplitude of finding n bosons and m fermions in the j-th lattice site, and consequently we can
impose, without loss of generality, these coefficients to satisfy ∑n,m |g( j)

n,m|2 = 1. For the sake of
simplicity, we neglect the anticommutation relation of fermionic creation ( f̂ j) and annihilation
( f̂ †

j ) operators in different lattice sites. However the Pauli principle is taken into account (i.e.
m j ∈ {0,1}, ∀ j). Inserting |ψGA〉 in the Schrödinger equation associated to the two-species Fermi-
Bose Hamiltonian (4.1), we can compute the ground state and dynamical evolution of the Fermi-
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Bose mixture. Technical details are provided in (Ahufinger et al., 2005).

Non-disordered phases - Let us first focus on the case where the inhomogeneity is only pro-
vided by confining harmonic traps: v j = Ubbωb× l( j)2 and Vj = Ubbωf× l( j)2, where l( j) is the
distance of site j to the center of the trap.

The ground state is first calculated for independent bosons and fermions (Ubf = 0) with Nb = 60
bosons and Nf = 40 fermions, τb = τf = 0.02Ubb and ωb = 10−7 and ωf = 5× 10−7 in a 10× 10
two-dimensional square lattice. Under these conditions, the bosons strongly interact but do not
significantly feel the harmonic trap, which is very weak. Due to non-integer filling factor (0.6),
they thus form a superfluid (Fisher et al., 1989; Jaksch et al., 1998). Similarly, the fermions are
not much affected by the trap and distribute almost uniformly in the lattice. This is illustrated in
Fig. 4.4a which shows, for all sites j, the probability of having no boson and one fermion in the
various sites, g( j)

n=0,m=1.

For sufficiently large interactions between the bosons and the fermions, the composites form,
which is evidenced by the fact the only non-zero probabilities are: (i) |g( j)

n=1,m=0|2 (one boson

and no fermion, i.e. absence of a composite), or (ii) |g( j)
n=0,m=1|2 (no boson and one fermion, i.e.

presence of a composite). In particular, the probabilities of having neither a boson nor a fermion
or of having one boson and one fermion are negligible. The probability density of the composites,
|g( j)

n=0,m=1|2, is shown in Figs. 4.4b-d for increasing values of the fermion-boson interaction Ubf.
It worth noting that the energy scales of the composites are much smaller than the corresponding
energies for bare bosons and fermions (J,K � τb,τf,Ubb,Ubf). The effect of inhomogeneities is
hence much larger for composites than it is for bare fermions and bosons. A direct consequence
is that the harmonic trap is significant for the composite, while it was negligible for independent
bare particles.

For Ubf = 0.5Ubb, which corresponds to repulsive interactions between composites K = J =
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Figure 4.4 | Non-disordered phases of compos-
ite fermions in a harmonic trap. Probability of
having one fermion and zero boson at each lat-
tice site in a 10× 10 2D lattice for a Fermi-Bose
mixture with Nb = 60, Nf = 40, τb = τf = 0.02Ubb

and in the presence of harmonic traps character-
ized by ωb = 10−7 and ωf = 5× 10−7. The inter-
action strength between fermions and bosons is (a)
Ubf = 0 corresponding to independent bare bosons
and fermions, (b) Ubf = 0.5Ubb corresponding to a
composite Fermi liquid, (c) Ubf =Ubb corresponding
to ideal composite Fermi gas and (d) Ubf = 10Ubb

corresponding to composite Fermi domain insula-
tor, respectively [from (Ahufinger et al., 2005)].
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1.6× 10−3, the ground state is a delocalized (non-ideal) Fermi liquid. For Ubf = Ubb, the system
reaches the point where the interactions between composites cancel (K = 0) and forms an ideal
Fermi gas phase. For Ubf >Ubb, the interactions between composites are attractive (K < 0) and the
composite fermions form a fermionic Mott insulator domain in the vicinity of the trap center. For
strong enough effective attraction (|K| � J), the probability of having composite fermions in the
center of the trap reaches nearly unity (see Fig. 4.4d).

Disordered phases - Let us now consider the effect of disorder. We assume here that only the
bosons are subjected to the disordered potential (i.e. ∆ j,l = 0), so that the on-site energy v j has
a random component which is independent from site to site with standard deviation, ∆. In the
numerics, we start from one of the phases described above (for a given set of parameters τb, τf, Ubb

and Ubf) and we slowly ramp up the disorder from 0 to its nominal value ∆.

Let us start with an ideal Fermi gas in the absence of disorder (corresponding to Fig. 4.5b).
As discussed above, the composite fermions are delocalized although confined near the center of
the effective harmonic potential [Ubb(ωf−ωb)× l( j)2]. In particular, we find that the population
of each lattice site fluctuates around 〈m j〉 ' Nf/N = 0.4 with

√
〈(m j−〈m j〉)2〉 ' 0.43 (see the

value on the left-hand side of Fig. 4.5a). While slowly increasing the amplitude of disorder, the
composite fermions get more and more localized in the lattice sites, which is evidenced by the
decrease of the fluctuations in composite number,

√
〈(m j−〈m j〉)2〉, shown in Fig. 4.5a. For

∆ = 5× 10−4, the composite fermions are pinned in random sites (see Fig. 4.5c). As expected
from the diagram of Fig. 4.3, the system thus enters a Fermi glass phase where the Nf composite
fermions populate the Nf sites with minimal Vj.

It should be noted that in the absence of interactions between bosons and fermions (i.e. when
the composites are not formed), no effect of disorder is observed. This again shows the formation
of composites with typical energies significantly smaller than those of bare particles. Besides,
similar calculations starting from a different initial state, namely the domain insulator, also show
strong reduction of the fluctuations in composite number indicating localization by the disorder.
In this case however, it is very difficult to reach the ground state numerically due to reduced
mobility of the composites (Ahufinger et al., 2005).

Figure 4.5 | Dynamical crossover from Fermi gas to disordered Fermi glass. (a) Variance of the number
of fermions per lattice site, averaged over all sites as a function of the disorder strength ∆. (b) Probability of
having one composite (one fermion and a bosonic hole) for all lattice sites in the absence of disorder and
(c) after ramping up adiabatically diagonal disorder with strength ∆ = 5×10−4Ubb. The parameters are the
same as in Fig. 4.4c [from (Ahufinger et al., 2005)].
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4.3 Simulating disordered spin systems with two-component
ultracold gases

A major worthwhile feature of ultracold atoms is their ability to simulate basic models of theoret-
ical condensed-matter physics. Jaksch et al. have shown in a pioneering work that atoms in deep
optical lattices directly realize the celebrated Hubbard model (Jaksch et al., 1998), which plays a
major role in strongly-correlated Bose or Fermi systems (Lewenstein et al., 2007; Georges, 2008;
Bloch et al., 2008). It was soon realized that, applying canonical transformations, one can simu-
late other classes of generic models of condensed-matter physics, for instance spin models (Jaksch
and Zoller, 2005; Micheli et al., 2006). In this section, we discuss possibilities to investigate the
physics of disordered spin models with two-component mixtures of ultracold gases.

4.3.1 Spin glasses

� see papers reprinted on pages 161 and 165

Consider again Fermi-Bose mixtures as discussed in Sec. 4.2, where composites made of one
fermion and one bosonic hole are formed and where the inhomogeneities apply only to the bosonic
species (i.e. for ∆ j,l = 0). In this case, the effective nearest-neighbor interaction K j,l strongly
depends on the boson inhomogeneity δ j,l for α=Ubf/Ubb' 1. For instance, Fig. 4.2(b) shows that,
for α = 0.93, the effective interaction K j,l turns from negative to positive values at |δc| ' 0.84Ubb.
Since this value is smaller than Ubb and Ubf, the composite picture is still valid (see Fig. 4.1),
although it requires very small temperature because δc is not very far from Ubb and Ubf.

This situation can be exploited using an optical superlattice with a spatial period twice as large
as the main lattice period to, alone, set δ j,l =±δc. Then, adding a very weak disordered potential
induces small random fluctuations of δ j,l around ±δc, which translates into strong fluctuations
of K j,l . In this limit, the tunneling can be neglected in Eq. (4.7) since it becomes non-resonant.
Applying the canonical transformation Ŝ j ≡ 1/2− N̂ j, the composite Hamiltonian (4.7) can be
mapped onto a new Hamiltonian:

Heff = ∑
〈 j,l〉

K j,l Ŝ j · Ŝl−∑
j

h j · Ŝ j, (4.12)

where we have dropped a constant energy of 1
4 ∑〈 j,l〉K j,l +

1
2 ∑ j V j, and h j = V j +

1
2 ∑〈 j,l〉K j,l

(in the formula for h j, ∑〈 j,l〉 denotes summation over all neighbors of the considered site j).
This Hamiltonian resembles the celebrated Edwards-Anderson model, which describes spins lo-
cated at the nodes of a cubic lattice, with random spin exchange coupling (Binder and Young,
1986; Mézard et al., 1987). It however differs from the usual Edwards-Anderson model since,
on one hand, it incorporates an additional random magnetic field h j, which is correlated to the
random coupling term K j,l and, on the other hand, has to satisfy the constraint of fixed mag-
netization, m = 1/2−Nf/N, as the number of fermions in the underlying Fermi-Bose-Hubbard
model is conserved. In spite of this remark, Hamiltonian (4.12) shares basic characteristics with
the Edwards-Anderson model. In particular, it provides bond frustration, which is crucial for the
appearance of the spin glass phase in this model. The experimental study of this limit could thus
present a way to address various open questions on spin glass physics concerning the nature of
spin order in the ground state and possibly in metastable states, broken symmetry and dynamics
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Figure 4.6 | The spin glass problem. Spins lo-
cated at the nodes of a cubic lattice interact with
exchange couplings that are randomly distributed,
and can be either ferromagnetic (blue bonds) or
anti-ferromagnetic (red bonds). In some plaquetes
of four sites, local minimization of the exchange
energy is easy, for instance when all bonds are fer-
romagnetic (left disk) or anti-ferromagnetic (cen-
tral disk). In some other ones, it leads to frus-
tration, for instance for odd numbers of bonds of
each kind (right disk). In the latter case, at least
one spin is frustrated, i.e. its orientation does not
allow minimization the energy of each bond.

in classical (in absence of hopping) and quantum (with small, but nevertheless present hopping)
spin glasses (Sachdev, 1999; Georges et al., 2001).

Spin order in disordered systems such as that governed by Hamiltonian (4.12) is characterized
by two order parameters: the magnetization, m≡ 〈s j〉T where . denotes averaging over disorder
and 〈 . 〉T thermodynamic averaging, and the Edwards-Anderson order parameter, qE-A ≡ 〈s j〉2T ,
which measures local magnetization, irrespective to its local orientation. Then, experimental
observations suggest three equilibrium phases, which are (i) an unordered paramagnetic phase,
with m = 0 and qE-A = 0; (ii) an ordered spin glass phase with m = 0 and qE-A 6= 0 which is
separated from the paramagnetic phase by a second order phase transition4; and (iii) an ordered
ferromagnetic phase with m 6= 0 and qE-A 6= 0. It is believed that the critical dimension for the
onset of the spin glass phase is two, so that physically they exist only in dimension three.

Spin glasses were initially introduced to describe the physics of alloys where a few number
of magnetic impurities are randomly displaced in space and interact via exchange coupling terms.
The coupling between two impurities can be large or small and attractive or negative, depending
on the distance separating two impurities. Various theoretical models have been proposed to de-
scribe these systems. The most paradigmatic model is an Ising-like model where spins located
on a hypercubic lattice interact via ferro or anti-ferromagnetic bonds, which are randomly dis-
tributed, and are subjected to a constant magnetic field. The presence of random coupling terms
makes the physics of these systems extraordinary complex, the major source of which is the ap-
pearance of bond frustration, i.e. existence of many loops such that it is not possible to choose the
orientations of the spins without frustrating at least one bond (see Fig. 4.6). A consequence is that
there exists a huge manifold of metastable states with very similar energies separated by large
free-energy barriers, and spin glasses exhibit non trivial thermodynamic and dynamic features,
much richer than their non-disordered counterpart (Binder and Young, 1986; Mézard et al., 1987;
Dotsenko et al., 1990; Fischer and Hetz, 1991; Weissman, 1993).

Such models not only became paradigms of disorder in spin systems, but also turned out to
have counterparts in many other fields such as neurology, computer science, economy or biology.
However, the difficulty in choosing the correct distribution of couplings (short range or long

4The lower critical dimension for this transition to happen at non-zero T is believed to be two [see (Newman and
Stein, 2003) and references therein]
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range) have lead to controversies because different models lead to different predictions for the
phase diagram and the nature of spin ordering of even classical spin glass models. Two main
pictures of spin glasses have been proposed.

The Fisher-Huse ‘droplet’ picture - A most natural assumption is that the properties of spin
glasses are crucially determined by short-range spatial correlations between the spins (Fisher
and Huse, 1986; Bray and Moore, 1987; Fisher and Huse, 1988), which leads to the so-called
Edwards-Anderson model:

HE-A = ∑
〈 j,l〉

K j,l Ŝ j · Ŝl−∑
j

h · Ŝ j, (4.13)

where spin exchange coupling is limited to nearest neighbor spins, as for Hamiltonian (4.12), and
where the magnetic field is homogeneous. The so-called droplet picture assumes that the ground
state is unique up to obvious symmetries. Then, an excitation of the spin glass corresponds to a
spin configuration where a complete block (droplet) of spins is turned upside down with respect
to the ground state configuration, just like in usual magnets. In an ordered magnet, the excitation
energy scales as the surface of the droplet, i.e. E ∼ Ld−1. Here however, frustration strongly
affects this scaling law, because in the ground state, not all couplings are satisfied and the energy
cost associated to flipping all spins of a droplet is lower. The natural guess that E might scale
as the square root of the surface –which would hold for fully random distributions of spins–
is actually an overestimate. This is because the droplets may acquire a complex (e.g. fractal)
surface so as to adapt to the actual spin configuration and lower their activation energy, thus
leading to θ < (d− 1)/2. The very existence of droplets with a wide distribution of sizes, with
non-negligible probability of low activation energy (below kBT ) is believed to sustain the wide
spectrum of relaxation times in spin glasses.

The Mézard-Parisi ‘ultrametric’ picture - A completely different picture assumes in contrast
that frustration does not only change the energy scale for activation energy of droplets but also
profoundly modifies the spectrum, leading to an infinite number of Gibbs states that are not related
by simple symmetries. In this case, complexity is mainly driven by the connection between the
Gibbs states, which is a complex function of all spin couplings. The site-to-site coupling between
the spins may hence be unrelevant, so that one may use the so-called Sherrington-Kirkpatrick
(complete graph) model (Sherrington and Kirkpatrick, 1975):

HS-K = ∑
( j,l)

K j,l Ŝ j · Ŝl−∑
j

h · Ŝ j, (4.14)

which differs from the Edwards-Anderson model only by the assumption that all pairs ( j, l) of
spins interact with equal probability, irrespective to their mutual distance. This simplification
turns out to be very convenient to meanfield approaches and the problem was solved by Parisi
and co-workers under some approximations and latter given a rigorous proof (Parisi, 1980). The
connection between the various Gibbs states is characterized by an ultrametric topology, which
can be represented as a hierarchical tree (Weissman, 1993). This complex topology leads to hier-
archical kinetic pictures and to a wide range of relaxation times, although with different scaling
compared to the droplet picture. The spin glass transition is then characterized by replica symme-
try breaking, which chooses a pure state configuration that alone describes the low-temperature
properties of the spin glass.
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4.3.2 Random-field induced order: Coupled lattice Bose gases

� see paper reprinted on page 191

As seen in Sec. 4.3.1, an important drawback of two-component ultracold gases to simulate spin
systems and study unbiased magnetism is that the average magnetization along the z-axis is fixed
by the average number of composites, that is the average difference of numbers of b- and B-
particles, which is usually a conserved quantity. It is however possible to release this constraint
if the b- and B-particles correspond to the same atomic species in different internal states. Then,
it is possible to introduce a term ∑ j

(
Ω j
2 B̂†

j b̂ j +h.c.
)

in Hamiltonian (4.1), using a two-photon
Raman process for instance (Wehr et al., 2006). If the coupling term Ω is smaller than all other
relevant energy scales, it does not significantly affect the state of the system. In turn, it can con-
vert a b-particle into a B-particle (and reciprocally). Hence, while the total number of particles
is conserved, the numbers of b- and B-particles are not. In other words, the coupling term al-
lows chemical equilibrium between the two ‘species’, which releases the constraint of a fixed
magnetization along z.

Let us come back to the effective Hamitonian (4.7) for the composites, to which we have
to add the coupling term, ∑ j

(
Ω j
2 B̂†

j +h.c.
)

. Since the commutation relations of B̂ j and B̂†
j

are those of Schwinger bosons, we can directly turn to the spin representation by defining Ŝx
j =

(B̂ j+ B̂†
j )/2, Ŝy

j = (B̂ j− B̂†
j )/2i, and Ŝz

j = 1/2−N̂ j. It can be checked easily that the Ŝ j operators
indeed verify the commutation relations of spins (Auerbach, 1994). For weak inhomogeneities
(δ j,l = v j−vl,∆ j,l =Vj−Vl�Ubb,UBB,UbB), Hamiltonian Heff is then equivalent to the anisotropic
Heisenberg XXZ model in a random field:

Heff =−J⊥ ∑
〈 j,l〉

(
Ŝx

jŜ
x
l + Ŝy

jŜ
y
l

)
− Jz ∑

〈 j,l〉
Ŝz

jŜ
z
l − ∑

j

(
hx

jŜ
x
j +hy

jŜ
y
j +hz

jŜ
z
j

)
(4.15)

where

J⊥ =
4τbτB

UbB

(4.16)

Jz = 2
(

2τ2
b

Ubb

+
2τ2

B

UBB

− τ2
b + τ2

B

UbB

)
(4.17)

hx
j = ΩR

j ; hy
j =−ΩI

j ; hz
j = V j−ζJz/2 , (4.18)

with ζ the lattice coordination number, V j =Vj−v j+ζ[4τ2
b /Ubb+4τ2

B/UBB−(τ2
b +τ2

B)/UbB] and ΩR
j

and ΩI
j the real and imaginary parts of Ω j. In atomic systems, all these (possibly site-dependent)

terms can be controlled almost at will (Sanpera et al., 2004; Lewenstein et al., 2007). For instance,
by employing various control tools, one can design the Heisenberg ferromagnet (J⊥ = Jz) and the
XY (Jz = 0) models (Duan et al., 2003; Imambekov et al., 2003; Altman et al., 2003; Jaksch and
Zoller, 2005).

Consider the classical ferromagnetic XY model in a two-dimensional square lattice, the energy
functional of which reads

E[{θ j}] = −J ∑
〈 j,l〉

S j ·Sl − ∑
j

h j ·S j, (4.19)
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where the spins are unit two-dimensional vectors in the XY plane, S j ∝ (cosθ j,sinθ j), and h j
represents an inhomogeneous magnetic field. For h = 0 the system does not magnetize5. This is
a direct consequence of the Mermin-Wagner-Hohenberg theorem which states that spin or field-
theoretic systems with continuous symmetry in dimensions d ≤ 2 cannot exhibit long-range order
(Mermin and Wagner, 1966; Hohenberg, 1967). In the presence of a symmetrically-distributed
random magnetic field, magnetization is even more strongly suppressed, i.e. there is no spon-
taneous magnetization in dimensions d ≤ 4 (Imry and Ma, 1975; Aizenman and Wehr, 1989;
Aizenman and Wehr, 1990).

In the presence of a uniaxial random magnetic field however, the system sustains a striking
effect, namely random-field induced order (RFIO) (Aharony, 1978; Minchau and Pelcovits, 1985;
Feldman, 1998). RFIO is a general phenomenon where weak, uniaxial random fields break a
continuous symmetry, thus making the Mermin-Wagner-Hohenberg theorem inapplicable. Then,
counter-intuitively weak disorder can favor ordering. This effect has been reported in graphene
quantum Hall ferromagnets (Abanin et al., 2007), 3He−A in aerogel and amorphous ferromagnets
(Fomin, 2005; 2007; Volovik, 2005), and hard-core Bose systems (Lee et al., 2006). Here, a
uniaxial random magnetic field breaks the continuous U(1) symmetry and in dimension d = 2, the
system spontaneously magnetizes with a non-zero component of the magnetization perpendicular
to the random field. Jan Wehr has given a rigorous proof of this at zero temperature and developed
strong arguments that the effect persists at small temperatures (Wehr et al., 2006). Hereafter,
we just give a simple argument, which contains the essential physics of the disorder-induced
magnetization effect.

The essence of the Mermin-Wagner-Hohenberg argument is that, for strictly zero field, if one
chooses a certain direction for magnetization, spin-wave excitations are not thermally suppressed
for d ≤ 2, leading to absence of magnetization. Let us consider now a weak, random magnetic
field of zero average and choose a given direction θ0 for magnetization. The random field does
not significantly affect the spin-wave energies, since it averages to zero6. If the random field
is uniaxial along the x-axis however, there are configurations that significantly lower the total
energy: Consider a distribution of angles θ j = θ0 + δθ j with δθ j � 2π. The exchange energy
cost is δEJ ∼ JNζ(δθ)2/2 where N is the number of lattice sites, while the magnetic energy
cost is δEh ' +∑ j h j(sinθ0)δθ j. If the δθ j are of the order of δθ with a fixed or random sign,
then δEh ∼

√
N∆h(sinθ0)δθ. Conversely, if we choose δθ j of the order of δθ but with a sign

such that h j(sinθ0)δθ j is negative for all sites, then δEh ∼ −N∆h|sinθ0|δθ. If now we choose
1/
√

N� δθ� ∆h/Jζ,2π, then δEh exceeds the ferromagnetic energy and the fluctuations of the
magnetic energy6. The energy is thus minimized for |sinθ0|=+1, i.e. θ0 =±π/2. We thus expect
that the system spontaneously magnetizes along the direction perpendicular to the direction of the
magnetic field. Note that spin-wave excitations are now thermally suppressed because they cost
an energy of the order of δEh.

In order to study quantitatively the RFIO effect, we have used the ALPS routines (Troyer et al.,
1998; Alet et al., 2005) to numerically compute the magnetization of the classical 2D-XY model
versus temperature in a 200× 200 square lattice with axial random magnetic fields. In such
finite-size systems, magnetic effects are usually obscured by long-range power-law decay of cor-

5In higher dimensions, however, the system does magnetize at low temperature (Zinn-Justin, 1989; Fröhlich et al.,
1976; Balaban, 1995; Balaban, 1996).

6The magnetic energy depends on the exact realization of the h-field. Assuming independent magnetic compo-
nents h j, the fluctuations of the magnetic energy is

√
N∆hcos(θ0).
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Figure 4.7 | Bose-Einstein conden-
sates coupled by a random Raman
field. Two condensates |ψ1〉 and |ψ2〉
are confined in harmonic traps. They
are made of the same atomic species
in two different internal states, with re-
pulsive inter- and intra-species inter-
actions. A two-photon Raman field
with a fixed phase but inhomogeneous
amplitude couples them.

relations, which, for instance, are known to induce finite magnetization even in the absence of
disorder (Bramwell and Holdsworth, 1994). We then expect that RFIO results in an increase of
the magnetization at finite temperature. We indeed demonstrated the effect, although it turns out
to be very weak. It is signaled by a maximum increase of magnetization of 1.6% at T = 0.7J/kB

(Wehr et al., 2006).

4.3.3 Random-field induced order: Coupled Bose-Einstein condensates

� see paper reprinted on page 199

As shown above, RFIO is rather weak in two-dimensional optical lattices of reasonable sizes.
Fortunately, it is a general effect, which is relevant in nearly any system with a U(1) symmetry
broken by disorder. In collaboration with the group of Maciej Lewenstein, Jan Wehr and Krzysztof
Sacha, we have considered a trapped two-component Bose gas with repulsive interactions and
coupled by a (quasi-)random real-valued Raman field Ω(r) of zero average (see Fig. 4.7). The
meanfield energy functional associated to the condensate fields ψ j(r) = eiθ j(r)

√
ρ j(r) reads

E =
∫

dr
[
~2

2m
|∇ψ1|2 +V1(r)|ψ1|2 +

g1

2
|ψ1|4 +

~2

2m
|∇ψ2|2 +V2(r)|ψ2|2 +

g1

2
|ψ2|4

]
+
∫

dr
[

g12|ψ1|2|ψ2|2 +
~Ω(r)

2
(ψ∗1ψ2 +ψ∗2ψ1)

]
. (4.20)

where we assume weak coupling terms (Ω, g12). For vanishing coupling Ω= 0 and strong-enough
intra-species interactions (for g1, g2 > g12 when V1 = V2), the condensates are in the Thomas-
Fermi regime and miscible (Ho and Shenoy, 1996), with densities ρ j(r). A weak Raman coupling
does not noticeably affect the densities, but breaks the continuous U(1) symmetry associated to
the relative phase θ= θ1−θ2 of the condensates. Then, the energy functional reduces to the phase
terms:

E = E0 +
∫

dr

[
~2

2m
ρ1(r)2 +ρ2(r)2

(ρ1(r)+ρ2(r))2 (∇θ)2 +
√

ρ1(r)ρ2(r) ~Ω(r)cos(θ(r))

]
. (4.21)

In Eq. (4.21), we have not included the term associated to the absolute phase Θ = (ρ1θ1 +
ρ2θ2)/(ρ1 + ρ2) which can be easily shown to vanish in the ground state (Niederberger et al.,
2008). For homogeneous condensates (i.e. ρ1 and ρ2 independent of the position), Eq. (4.21) is
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Figure 4.8 | Random-field induced
order in coupled Bose-Einstein
condensates. The figure shows
the relative phase θ in the plane
z = 0 in units of π. Here, we have
used two identical condensates in a
spherically symmetric harmonic trap
and a quasi-random Raman coupling
Ω(x,y,z) ∝ ΩR ∑u∈{x,y,z}[sin(u/λR) +

sin(u/(1.71λR))] with ~ΩR ' 5× 10−3µ
[from (Niederberger et al., 2008)].

equivalent to the classical field description of the spin model (4.19) in the continuous limit, where
the relative phase θ(r) represents the spin angle and the Raman coupling Ω(r) plays the role of
the random, uniaxial magnetic field. We thus expect RFIO (Wehr et al., 2006) to show up in the
form cosθ ' 0 for weak random Ω(r). For condensates in smooth harmonic traps, Eq. (4.21) is
no longer strictly equivalent to the continuous spin model. However, we can use a local-density
approximation (LDA) argument and infer that RFIO should show up as well.

We have numerically calculated the ground state properties of two coupled condensates in a
weak, random, real-valued Raman field using the Gross-Pitaevskii approach. We indeed found
that RFIO shows up, the signature of which is a fixed relative phase θ ' ±π/2. An example,
corresponding to two three-dimensional condensates in a spherically-symmetric harmonic trap
subjected to a quasi-random Raman field of ~Ω ∼ 10−2µ with µ the chemical potential of the
coupled Bose-Einstein condensates, is shown in Fig. 4.8. The density modulations are found to
be negligible, but, even for this low value of ~Ω, the relative phase is fixed around θ'±π/2 with
small fluctuations (the sign of θ is random and determined by spontaneous breaking of the θ→−θ
symmetry). In contrast to the two-component lattice Bose gases (see Sec. 4.3.2), we found that
the RFIO effect is very robust. We indeed demonstrated it in one-, two- and three-dimensional
gases, for quasi-random or purely random Raman fields (Niederberger et al., 2008), and further
investigations extended it to superfluid Fermi-Bose mixtures (Niederberger et al., 2009).

Let us finally make a brief comment. Random-field induced order is one example where
simulating condensed-matter physics –namely lattice XY models in random magnetic fields– with
ultracold atoms allows for direct evidence of some generic effects. If one strictly stands on classic
models, it may happen that interesting effects are too weak to be observed and are thus unrelevant.
This is the case of RFIO in lattice XY models of reasonable size (Wehr et al., 2006). Going beyond
toy models allows us not only to study the exact physics of ultracold atoms, but also to explore
new situations, in which counterparts of basic effects are relevant and robust. As shown above,
extension of RFIO to continuous space, namely in coupled condensates is a striking example,
which paves the way to direct evidence of this counter-intuitive effect (Niederberger et al., 2008).
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We investigate strongly interacting atomic Fermi-Bose mixtures in inhomogeneous and random
optical lattices. We derive an effective Hamiltonian for the system and discuss its low temperature
physics. We demonstrate the possibility of controlling the interactions at local level in inhomogeneous
but regular lattices. Such a control leads to the achievement of Fermi glass, quantum Fermi spin-glass,
and quantum percolation regimes involving bare and/or composite fermions in random lattices.
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Fermi-Bose (FB) mixtures attract considerable interest
in the physics of ultracold atomic and molecular gases,
comparable with the interest in molecular Bose-Einstein
condensation [1], or Bardeen-Cooper-Schrieffer transi-
tion [2] in ultracold Fermi mixtures. The reason for
interest in FB systems is threefold. First, they are very
fundamental systems without direct analogues in con-
densed matter. Second, these systems can be efficiently
cooled using sympathetic cooling down to very low tem-
peratures (tens of nK) [3–6]. Finally, their physics is
extremely rich and not yet fully understood.

FB mixtures have been intensively studied in traps [7],
but the experimental observation of the superfluid to
Mott-insulator (MI) transition in bosonic gases [14], pre-
dicted in Ref. [15], has triggered the interest in the
physics of FB mixtures in optical lattices [16]. Under
appropriate conditions such mixtures are described by
the Fermi-Bose Hubbard model (FBH) [17]. A particu-
larly appealing feature of the FBH model is the possibil-
ity to produce novel quantum phases [18], fermion-boson
induced superfluidity [19], and composite fermions,
which for attractive (repulsive) interactions between fer-
mions and bosons, are formed by a fermion and bosons
(bosonic holes) as shown in [20] (see also [21,22]).

FB mixtures in the limit of strong atom-atom interac-
tions (strong coupling regime) show a very rich variety of
quantum phases in periodic optical lattices [21]. They
include the mentioned composite fermions, and range
from a normal Fermi liquid, a density wave, a superfluid
liquid, to an insulator with fermionic domains. The phase
diagram of the system has been determined in Ref. [23]
by means of mean-field theory [24]. These studies have
been generalized recently to inhomogeneous lattices [25]
to include the effects of the lattice and of a possible trap
potential. So far, only the case of strong interactions and
vanishing hopping has been considered.

In the present Letter we study the low temperature
physics of FB mixtures in optical lattices with local and
random inhomogeneities in the strong interactions limit

but including tunneling as a perturbation. We show that
interactions and tunneling may be controlled at the local
level in inhomogeneous lattices [26]. This control gives
access to a wide variety of regimes and we derive the
corresponding effective Hamiltonians. We then show how
to achieve Fermi glass, fermionic spin-glass, and quan-
tum percolation regimes involving bare and/or composite
fermions in random lattices.

We consider a sample of ultracold bosonic and (polar-
ized) fermionic atoms (e.g., 7Li-6Li or 87Rb-40K) trapped
in an optical lattice. At low temperature, the atoms oc-
cupy only the lowest energy band and it is convenient to
work in the corresponding Wannier basis [15]. Note that a
fermion number NF strictly smaller than the number of
lattice sites N is required here. The Hamiltonian of the
system reads [17,27]:

HFBH � �
X
hiji

�JBb
y
i bj � JFf

y
i fj � H:c:�

�
X
i

�
1

2
Vni�ni � 1� �Unimi ��B

i ni ��F
i mi

�
;

(1)

where bj, fj are the bosonic and fermionic annihilation
operators, ni � byi bi and mi � fyi fi. The FBH model
describes: (i) nearest neighbor (nn) boson (fermion) hop-
ping, with an associated negative energy, �JB ( � JF); (ii)
on-site repulsive boson-boson interactions with an energy
V; (iii) on-site boson-fermion interactions with an energy
U, which is positive (negative) for repulsive (attractive)
interactions, (iv) and, finally, interactions with the optical
potential, with energies �B

i and �F
i . In the following, we

consider only the case JB � JF � J and the regime of
strong interactions (V;U 	 J).

In a periodic optical lattice, �B;F
i is simply the (bosons

or fermions) chemical potential and is independent of the
site i. It is, however, possible to add a laser field indepen-
dent of the lattice to modify the depths of the optical
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potential wells in a site-dependent way [28]. In this case,
the local potential depth has to be added to �B;F

i , which
may now be inhomogeneous. If the added field is periodic
and if the spatial period is commensurate with the lattice
period, �B;F

i is periodic; if the spatial periods are incom-
mensurate, �B;F

i is quasiperiodic. One can also add a
random speckle field, so that �B;F

i is random. Experi-
mental techniques offer full possibilities to control such
periodic, quasiperiodic, or disordered �B;F

i [29]. Note,
that the additional inhomogeneous potential might, but
does not have to, act equally on both atomic species. Here,
we study the case �F

i � 0; �B
i � �iV.

In Ref. [21] we have used the method of degenerate
second order perturbation theory to derive an effective
Hamiltonian by projecting the wave function onto the
multiply degenerate ground state of the system in the
absence of tunneling. This can be extended to the present
situation, where there are very many states with similar
energies. It is thus reasonable to project the wave function
on the manifold of ‘‘ground states.’’ These states are local
minima of energy, since at least some of hopping acts
increase their energy by V or jUj.

Let us consider first J � 0, and the case 0 � �i < 1. In
the absence of a fermion one expects one boson per site,
i.e., ni � 1 [30]. We shall consider here only the case of
repulsive interactions, i.e., � � U=V > 0.

It is useful to divide the sites into (i) A sites, for which
�i � � � 0, and fermions do not push bosons out, and
(ii) B sites, for which�i � �< 0, and the fermion pushes
the boson out forming a composite fermion-bosonic hole.
Energetically, the second situation is favorable, so for a
given set of NA of A sites, and NB � N � NA of B sites,
the fermions will first occupy the B sites until NF � NB,
and then they will start to occupy the A sites. We con-
struct the corresponding projector operators P, Q � 1�
P, which depend on NA and NF. The operator P describes
the projection onto the manifold of quasidegenerated
states in which the fermions occupy the B sites stripped
of bosons and some A sites only if NF � NB. In this case
there is a boson in any A site and ifNF <NB there is also a
boson in theB sites which do not contain fermions.We use
second order time dependent perturbation theory [32],
and project the Schrödinger equation, i �h@tj �t�i � �H0 �
H1�j �t�i; onto the manifold of states spanning P. The
‘‘zeroth-order’’ part H0 contains the atomic interactions
and terms proportional to the chemical potential and
commutes with P. H1 represents the tunneling terms.
The effective equation for j Pi � Pj i reads then
i �h@tj P�t�i � Heffj P�t�i, where

houtjHeff jini � houtjH0jini � houtjPH1Pjini

�
1

2
houtjPH1Q

�
1

H0 � Ein
�

1

H0 � Eout

�

QH1Pjini: (2)

The effective Hamiltonian Heff has the form

Heff �
X
hiji

���dijF
y
i Fj � H:c:� � KijMiMj� �

X
i

~�iMi;

(3)

where Fi is the (composite) fermionic annihilation op-
erator, and Mi � Fy

i Fi. The hopping amplitudes dij and
the nn couplings Kij [which might be repulsive (>0) or
attractive (<0)] are of the order of J2=V. The couplings
depend on �, ~�i, ~�j, and J, and have to be determined
carefully for different cases, as discussed below. Note,
however, that the hopping i! j, or back causes the energy
change ���ij � �i ��j� in units of V, i.e., is highly
nonresonant and inefficient for �ij ’ 1; it first leads to
jump rates of order O�J4=V3�. Additionally, composite
fermions may feel the local energy ~�i.

I. All sites are of type B.—In this case we have a gas of
composites flowing within the MI with one boson per site.
The couplings are

dij �
J2

V

�
�

�2 � ��ij�
2 �

1

�

�
; (4)

Kij � �
J2

V

�
4

1� ��ij�
2 �

2

�
�

2�

�2 � ��ij�
2

�
: (5)

The chemical potential ~�i=V ’ �i up to corrections of
order O�J2=V�. The hopping amplitudes dij are for this
case always positive, although may vary quite signifi-
cantly with disorder, especially when �ij ’ �. As shown
in Fig. 1, for �> 1, Kij � 0 and we deal with attractive
(although random) interactions. For �< 1, but close to 1,
Kij might take positive or negative values for �ij small or
�ij ’ �. In this case the qualitative character of inter-
actions is controlled by inhomogeneity.

The physics of the system depends on the relation
between �i’s and �. For small inhomogeneities, we may
neglect the contributions of �ij to dij ’ d and Kij ’ K,
and keep only the leading disorder contribution in ~�i.
Note, that the latter contribution is relevant in 1D and 2D
leading to Anderson localization of single particles [33].

FIG. 1. Nearest neighbor couplings Kij as a function of �ij.
Solid line: Coupling in case I, with �I � 0:93. Dashed line:
Same expression with �I � 1:07. Dash-dotted line: Coupling
in case II with �II � 0:03.
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When K � d one will have a Fermi glass phase, i.e.,
Anderson localized (and many-body corrected) single
particle states will be occupied according to the Fermi-
Dirac rules [34]. For repulsive interactions and K 	 d,
the ground state will be a Mott insulator for large enough
filling factors. In particular, for filling factor 1=2 a check-
erboard phase is expected. For intermediate values of
K=d delocalized metallic phases with enhanced persis-
tent currents are possible [35]. Similarly, for attractive
interactions (K < 0) and jKj< d one expects competition
between pairing of fermions and disorder; for jKj 	 d,
the fermions will form a domain insulator.

Another interesting limit is when j�ijj ’ � ’ 1. The
tunneling becomes then nonresonant and negligible,
while the couplings Kij fluctuate strongly. We end up
with the (fermionic) Ising spin glass model [36] described
by the Edwards-Anderson model [37]:

HE-A �
1

4

X
hiji

Kijsisj �
X
i

~�isi=2; (6)

with si � 2Mi � 1 � �1. The above Hamiltonian is well
approximated by a random one with Gaussian and inde-
pendent distributions for Kij=4 and ~�i=2 with mean 0
(H), and variances K (h), respectively. In this limit the
system may be used to study various open questions of
spin-glass physics, concerning the nature of ordering
(Parisi’s [37] versus ‘‘droplet’’ picture [38]), broken sym-
metry and dynamics in classical (in the absence of hop-
ping) and quantum (with small, but nevertheless present
hopping) spin glasses [24,39]. The predictions of Parisi’s
mean field theory for the model (6) can be obtained by
replacing the model by the corresponding Sherrington-
Kirkpatrick model, and employing the standard method
of replica trick [37]. The calculations differ from the
standard ones in that the constraint of fixed mean number
of fermions is applied, and one deals simultaneously with
random couplings and ‘‘magnetic fields’’ ~�i. Following
the de Almeida and Thouless (AT) approach [40], we
obtain the AT surface separating the stable paramagnetic
state from the ‘‘true’’ spin-glass state, characterized by
replica symmetry breaking, and ultrametrically arranged
ground states. The paramagnetic state is stable for

�
kBT
K

�
2
>
��

sech4
�
x

��������������������
K2q� h2

p
�H

kBT

�		
x
; (7)

where q � hhtanh2��x
��������������������
K2q� h2

p
�H�=kBT�iix, the con-

straint is m � hhtanh��x
��������������������
K2q� h2

p
�H�=kBT�iix, with

m � 2NF=N � 1 and hh:iix denotes averaging over nor-
mally distributed random variable x which represents
disorder within the replica method [37]. Note, that ac-
cording to the predictions of the alternative ‘‘droplet’’
model [38], applied to (6), no AT surface is expected.

II. All sites are of type A.—In this case �< 1, and we
have a gas of bare fermions flowing over the MI with one

boson per site. The coefficients are

dij � J;

Kij � �
J2

V

�
8

1� ��ij�
2 �

4�1� ��

�1� ��2 � ��ij�
2

�
4�1� ��

�1� ��2 � ��ij�
2

�
;

(8)

and ~�i ’ 0 up to corrections of order O�J2=V�. The
couplings Kij are positive, and for � ’ 0, Kij ’ O��2�,
and both the repulsive interactions, and disorder are very
weak, leading to a Fermi liquid behavior at low T. For
finite �, and �ij ’ 1� �, however, the fluctuations of Kij
might be quite large. Note, that for � ’ 1, this will occur
even for small disorder. Assuming for simplicity that Kij
take either very large, or zero value, we see that the
physics of bond percolation [41] will play a role. The
bonds will form a ‘‘weak’’ and ‘‘strong’’ clusters, each
of which may be percolating. The fermions will hope
freely in the ‘‘weak’’ cluster; only one fermion per bond
will be allowed in the ‘‘strong’’ cluster.

III. Both NA and NB of order N=2.—In this case the
physics of site percolation [41] will be relevant. If NF �
NB the composite fermions will move within a cluster of
B sites.WhenNB is above the classical percolation thresh-
old, this cluster will be percolating. The expressions
Eqs. (4) and (5) will still be valid, except that they will
connect only the B sites.

The physics of the system will be similar as in case I,
but it will occur now on the percolating cluster. For small
disorder, and K � d the system will be a Fermi glass in
which the interplay between the Anderson localization of
single particles due to fluctuations of �i and quantum
percolation effects (randomness of the B-sites cluster)
will occur. For repulsive interactions and K 	 d, the
ground state will be a Mott insulator on the cluster for
large filling factors. It is an open question whether the
delocalized metallic phases with enhanced persistent
current of the kind discussed in Ref. [35] might exist in
this case. Similarly, it is an open question whether for
attractive interactions (K < 0) and jKj< d pairing of
(perhaps localized) fermions will take place. If jKj 	
d, we expect the fermions to form a domain insulator on
the cluster.

In the ‘‘spin-glass’’ limit �ij ’ � ’ 1, we deal with the
Edwards-Anderson spin glass on the cluster. Such systems
are of interest in condensed matter physics [42], and
again questions connected to the nature of spin-glass
ordering may be studied in this case.

When NF >NB, all B sites will be filled, and the
physics will occur on the cluster of A sites. For � ’ 0,
we shall deal with a gas with very weak repulsive inter-
actions, and no significant disorder on the random cluster.
This is an ideal test ground to study quantum percolation
at low T. For finite �, and �ij ’ 1� �, the interplay
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between the fluctuating repulsive Kij’s and quantum per-
colation might be studied.

Summarizing, we have studied atomic Fermi-Bose
mixtures in optical lattices in the strong interaction limit,
and in the presence of an inhomogeneous, or random on-
site potential. We have derived the effective Hamiltonian
describing the low temperature physics of the system, and
shown that an inhomogeneous potential may be effi-
ciently used to control the nature and strength of (boson
mediated) interactions in the system. Using a random
potential, one is able to control the system in such a
way that its physics corresponds to a whole variety of
quantum disordered systems: Fermi glass, fermionic
spin-glass, and quantum percolation systems.
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We present a review of properties of ultracold atomic Fermi-Bose mixtures in inhomogeneous and random
optical lattices. In the strong interacting limit and at very low temperatures, fermions form, together with
bosons or bosonic holes, composite fermions. Composite fermions behave as a spinless interacting Fermi gas,
and in the presence of local disorder they interact via random couplings and feel effective random local
potential. This opens a wide variety of possibilities of realizing various kinds of ultracold quantum disordered
systems. In this paper we review these possibilities, discuss the accessible quantum disordered phases, and
methods for their detection. The discussed quantum phases include Fermi glasses, quantum spin glasses,
“dirty” superfluids, disordered metallic phases, and phases involving quantum percolation.
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I. INTRODUCTION

A. Disordered systems

Since the discovery of the quantum localization phenom-
enon by Anderson in 1958 �1�, disordered and frustrated sys-
tems have played a central role in condensed matter physics.
They have been involved in some of the most challenging
open questions concerning many body systems �cf. �2–4��.
Quenched �i.e., frozen on the typical time scale of the con-
sidered systems� disorder determines the physics of various
phenomena, from transport and conductivity, through local-
ization effects and metal-insulator transition �cf. �5��, to spin
glasses �cf. �6–8��, neural networks �cf. �9��, percolation
�10,11�, high Tc superconductivity �cf. �12��, or quantum
chaos �13�. One of the reasons why disordered systems are
very hard to describe and simulate is related to the fact that,
usually, in order to characterize the system, one should cal-
culate the relevant physical quantities averaged over a par-
ticular realization of the disorder. Analytical approaches re-
quire the averaging of, for instance, the free energy, which
�being proportional to the logarithm of the partition function
in the canonical ensemble� is a very highly nonlinear func-
tion of the disorder. Averaging requires then the use of spe-
cial methods, such as the replica trick �cf. �6��, or supersym-
metry method �14�. In numerical approaches this demands
either simulating very large samples to achieve “self-
averaging,” or numerous repetitions of simulations of small
samples. Obviously, this difficulty is particularly important
for quantum disordered systems. Systems which are not dis-
ordered but frustrated �i.e., unable to fulfill simultaneously
all the constrains imposed by the Hamiltonian�, lead very
often to similar difficulties, because quite often they are char-

acterized at low temperature by an enormously large number
of low energy excitations �cf. �15��. It is thus desirable to ask
whether atomic, molecular physics, and quantum optics may
help to understand such systems. In fact, very recently, it has
been proposed how to overcome the difficulty of quenched
averaging by encoding quantum mechanically in a superpo-
sition state of an auxiliary system, all possible realizations of
the set of random parameters �16�. In this paper we propose
a more direct approach to the study of disorder: direct real-
ization of various disordered models using cold atoms in
optical lattices.

B. Disordered ultracold atomic gases

In recent years there has been enormous progress in the
studies of ultracold weakly interacting �17�, as well as
strongly correlated, atomic gases. In fact, present experimen-
tal techniques allow one to design, realize, and control in the
laboratory various types of ultracold interacting Bose or
Fermi gases, as well as their mixtures. Such ultracold gases
can be transferred to optical lattices and form a, practically
perfect, realization of various Hubbard models �18�. This ob-
servation, suggested in the seminal theory paper by Jaksch et
al. �19� in 1998, and confirmed then by the seminal experi-
ments of Greiner et al. �20�, has triggered enormous interest
in the studies of strongly correlated quantum systems in the
context of atomic and molecular lattice gases.

It soon became clear that one can introduce local disorder
and/or frustration to such systems in a controlled way using
various experimentally feasible methods. Local quasidisor-
der potentials may be created by superimposing superlattices
incommensurable with the main one to the system. Although
strictly speaking such a superlattice is not disordered, its ef-
fects are very similar to those induced by the genuine ran-
dom potentials �21–23�. Controlled local truly random poten-*Also at Institució Catalana de Recerca i Estudis Avançats.
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tials can be created by placing a speckle pattern on the main
lattice �24,25�. As shown in Ref. �21�, for a system of
strongly correlated bosons located in such a disordered lat-
tice, both methods should permit one to achieve an
Anderson-Bose glass �26�, provided that the correlation
length of the disorder Ldis is much smaller than the size of
the system. Unfortunately, it is difficult to have Ldis smaller
than a few microns using speckles. Thus, Ldis is typically
larger than the condensate healing length lheal=1/�8�na,
where n is the condensate density, and a the atomic scatter-
ing length. Due to this fact, i.e., due to the effects resulting
from the nonlinear interactions, it is difficult to achieve the
Anderson localization regime with weakly interacting Bose-
Einstein condensates �BECs� �27,28�. We have shown, how-
ever, that quantum localization should be experimentally fea-
sible using the quasidisorder created by several lasers with
incommensurable frequencies �29�. Random local disorder
appears also, naturally, in magnetic microtraps and atom
chips as a result of roughness of the underlying surface ��30�,
for theory see �31,32��.

One can also create disorder using a second atomic spe-
cies, by rapidly quenching it from the superfluid to the local-
ized Mott phase. After such a process, different lattice sites
are populated by a random number of atoms of the second
species, which act effectively as random scatterers for the
atoms of the first species �33�. Last, but not least it is pos-
sible to use Feschbach resonances in fluctuating or inhomo-
geneous magnetic fields in order to induce a type of disorder
that corresponds to random, or at least inhomogeneous, non-
linear interaction couplings �34� �for theory in one-
dimensional �1D� systems see �35,36��. It has been also been
proposed �37� that tunneling induced interactions in systems
with local disorder results in controllable disorder on the
level of next-neighbor interactions. That opens a possible
path for the realization of quantum spin glasses �37�. As we
have already mentioned, several experimental groups have
already achieved �27–29�, or are soon going to realize
�33,34� disordered potentials using these methods. It is worth
mentioning here a very recent attempt to create controlled
disorder using optical tweezers methods �38�.

There are also several ways to realize nondisordered but
frustrated systems with atomic lattice gases. One is to create
such gases in “exotic” lattices, such as the Kagomé lattice
�39�, another is to induce and control the nature and range of
interactions by adjusting the external optical potentials, such
as, for instance, proposed in Ref. �40�. Another example of
such a situation is provided for instance by atomic gases in a
two-dimensional lattice interacting via dipole-dipole interac-
tions with dipole moment polarized parallel to the lattice
�41�.

Finally, there are also several ideas concerning the possi-
bility of realizing various types of complex systems using
atomic lattice gases or trapped ion chains. Particularly inter-
esting here are the possibilities of producing long range in-
teractions �falling off as inverse of the square, or cube of the
distance� �42�, systems with several metastable energy
minima, and last, but not least systems in designed external
magnetic �43�, or even non-Abelian gauge fields �44�.

C. Quantum information with disordered systems

One important theoretical aspect that should be consid-
ered in this context deals with the role of entanglement in
quantum statistical physics in general �where it concerns
quantum phase transitions, entanglement correlation length,
and scaling �45��, and characterization of various types of
distributed entanglement. This aspect is particularly interest-
ing in theoretical and experimental studies of disordered sys-
tems. The question which one is tempted to ask is, to what
extent can one realize quantum information processing in �i�
disordered systems, �ii� nondisordered systems with long
range interactions, and �iii� nondisordered frustrated systems.

At the first sight, the answer to this question is negative.
Disordered quantum information processing sounds like con-
tradictio in adjecto. But, one should not neglect the possible
advantages offered by the systems under investigation. First,
such systems have typically a significant number of �local�
energy minima, as, for instance, happens in spin glasses.
Such metastable states might be employed to store informa-
tion distributed over the whole system, as in neural network
models. The distributed storage implies redundancy similar
to the one used in error correcting protocols �46�. Second, in
the systems with long range interactions the stored informa-
tion is usually robust: metastable states have large basins of
attraction thermodynamically, and destruction of a part of the
system does not destroy the metastable states �for the pre-
liminary studies see Refs. �47,48��. Third, and perhaps the
most important aspect for the present paper, is that atomic
ultracold gases offer a unique opportunity to realize special
purpose quantum computers �quantum simulators� to simu-
late quantum disordered systems. The importance of the ex-
perimental realizations of such quantum simulators will
without doubts forward our understanding of quantum disor-
dered systems enormously. In particular, we can think about
large scale quantum simulations of the Hubbard model for
spin 1/2 fermions with disorder, which lies at the heart of the
present-day-understanding of high Tc superconductivity. The
impact of this possibility for physics and technology is hard
to overestimate. Fourth, very recently, several authors have
used the ideas of quantum information theory to develop
novel algorithms for efficient simulations of quantum sys-
tems on classical computers �49�. Applications of these novel
algorithms to disordered systems are highly desired.

D. Fermi-Bose mixtures

The present paper deals with the above formulated ques-
tions, which lie at the frontiers of modern theoretical physics,
and concern not only atomic, molecular, and optical �AMO�
physics and quantum optics, but also condensed matter phys-
ics, quantum field theory, quantum statistical physics, and
quantum information. This interdisciplinary theme is one of
the most hot current subjects of the physics of ultracold
gases. In particular, we present here the study of a specific
example of disordered ultracold atomic gases: Fermi-Bose
�FB� mixtures in optical lattices in the presence of additional
inhomogeneous and random potentials.

In the absence of disorder and in the limit of strong atom-
atom interactions such systems can be described in terms of
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composite fermions consisting of a bare fermion, or a fer-
mion paired with one boson �bosonic hole�, or two bosons
�bosonic holes�, etc. �50�. The physics of Fermi-Bose mix-
tures in this regime has been studied by us recently in a
series of papers �52–54�; for contributions of other groups to
the studies of FB mixtures in traps and in optical lattices see
Ref. �55� and for the studies of strongly correlated FB mix-
tures in lattices see Ref. �63�, respectively. In particular, the
validity of the effective Hamiltonian for fermionic compos-
ites in 1D was studied using exact diagonalization and the
density matrix renormalization group method in Ref. �64�.
The effects of inhomogeneous trapping potential on FB lat-
tice mixtures has been for the first time discussed by Cramer
et al. �65�. The physics of disordered FB lattice mixtures was
studied by us in Ref. �37�, which has essentially demon-
strated that this system may serve as a paradigm fermionic
system to study a variety of disordered phases and phenom-
ena: from Fermi glass to quantum spin glass and quantum
percolation.

E. Plan of the paper

The main goal of the present paper is to present the phys-
ics of the disordered FB lattice gas in more detail, and in
particular to investigate conditions for obtaining various
quantum phases and quantum states of interest.

The paper is organized as follows. Section II describes the
“zoology” of disordered systems and disordered phases
known from condensed matter physics. We pay particular
attention to the systems realizable with cold atoms on one
side, and particularly interesting from the other. This latter
phrase means that we consider here the systems that concern
important open questions and challenges of the physics of
disordered systems. In this sense this section is thought as a
list of such challenging open questions that can be perhaps
addressed by the cold gases community. This section is thus
directed to the cold gases experts, and is supposed to moti-
vate and stimulate their interest in the physics of ultracold
disordered systems.

In Sec. III, we introduce the composite fermions formal-
ism, first discussing it for the case of homogeneous lattices,
and then for disordered ones. We derive here the explicit
formulas for the effective Hamiltonian, and for various types
of disorder. One of the results of this section concerns the
generalizations of the results of Ref. �37�, that implies that
local disorder on the level of the Fermi-Bose Hubbard model
leads to randomness of the nearest neighbor tunneling and
coupling coefficients for the composite fermions. Obviously,
these tunneling and coupling coefficients arise in effect of
tunneling mediated interactions between the composites.

In Sec. IV, we present our numerical results in the weak
disorder limit, based on the time dependent Gutzwiller an-
satz. These results concern mainly the physics of composites,
the realization of Fermi glass, and the transition from Fermi
liquid to Fermi glass.

The results for the case of strong disorder, spin glasses,
are discussed in Sec. V. The problem of detection of the
phenomena predicted in this paper is addressed in Sec. VI,
whereas we conclude in Sec. VII.

II. DISORDERED SYSTEMS: THE OLD AND NEW
CHALLENGES FOR AMO PHYSICS

In this section we present a list of problems and chal-
lenges of the physics of disordered systems that may, in our
opinion, be realized and addressed in the context of physics
of ultracold atomic or molecular gases. We concentrate here
mainly on fermionic systems. This section is written on an
elementary level and addressed to nonexperts in the physics
of disordered systems.

A. Anderson localization

One of the most spectacular effects of disorder concerns
single particles. The spectrum of a Hamiltonian of a free
particle in free space or in a periodic lattice is continuous and
the corresponding eigenfunctions are extended �plane waves
or Bloch functions�. Introduction of disorder may drastically
change this situation. The basic knowledge about these phe-
nomena comes from the famous scaling theory formulated
by the “gang of four” ��66,5��.

The scaling theory predicts that in 1D infinitesimally
small disorder leads to exponential localization of all eigen-
functions. The localization length �defined as the width of the
exponentially localized states� is a function of the ratio be-
tween the potential and the kinetic �tunneling� energies of the
eigenstate and the disorder strength. For the case of discrete
systems with constant tunneling rates and local disorder dis-
tributed according to a Lorentzian distribution �Lloyd’s
model, cf. �13�� the exact expression for the localization
length is known. In general, an exact relation between the
density of states and the range of localization in 1D has been
provided by Thouless �67�. Hard core bosons with strong
repulsion in 1D chains, described by the XY model in a ran-
dom transverse field, can be mapped using the Wigner-
Jordan transformation to 1D noninteracting fermions in a
random local potential, which in turn maps the bosonic prob-
lem onto the problem of Anderson localization �68�.

In 2D, following the scaling theory, it is believed that
localization occurs also for arbitrarily small disorder, but its
character interpolates smoothly between algebraic for weak
disorder, and exponential for strong disorder. There are, how-
ever, no rigorous arguments to support this belief, and sev-
eral controversies arose about this subject over the years. It
would be evidently challenging to shed more light on this
problem using cold atoms in disordered lattices.

3D scaling theory predicts a critical value of disorder,
above which every eigenfunction exponentially localizes,
and this fact has found strong evidence in numerical
simulations.

In the area of AMO physics, effects of disorder have been
studied in the context of weak localization of light in random
media �69�, which is believed to be a precursor of Anderson
localization, and in the form of the so-called dynamical lo-
calization, that inhibits diffusion over the energy levels lad-
der in periodically driven quantum chaotic systems, such as
kicked rotor �70�, microwave driven hydrogenlike atom �see
�13� and references therein�, or cold atoms kicked by optical
lattices �71�.
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It is also worth mentioning at this point the existing large
literature on unusual band structure and conductance proper-
ties in systems with incommensurate periodic potentials �72�.
The famous Harper’s equation describing electron’s hopping
in a cos�·� potential in 1D �73� may have, depending on the
strength of the potential, only localized, or only extended
states due to the, so-called, Aubry self-duality. In more com-
plicated cases without self-dual property, and/or in higher
dimensions coexistence of localized and extended states is
very frequent.

B. Localization in Fermi liquids

The effects of disorder in electronic gases �i.e., Fermi
gases with repulsive interactions� were in the center of inter-
est over many decades. Originally, it was believed that weak
disorder should not modify essentially the Fermi liquid qua-
siparticle picture of Landau. Altshuler and Aronov �74�, and
independently Fukuyama �75�, have shown, however, that
even weak disorder leads to surprisingly singular corrections
to electronic density of states near the Fermi surface, and to
transport properties.

As we discussed above, for sufficient disorder in 3D all
states are localized, and the standard Fermi liquid theory is
not valid. One can use then a Fermi-liquid-like theory using
localized quasiparticle states. The system enters then an in-
sulating Fermi glass state �76�, termed often also as Ander-
son insulator, in which most of the interaction effects are
included in the properties of the Landau’s quasiparticles.

In 1994 Shepelyansky �77� stimulated further discussion
about the role of interactions by considering two interacting
particles �TIP� in a random potential. He argued that two
repulsing or attracting particles can propagate coherently on
a distance much larger than the one-particle localization
length. Several groups have tried to study these effects of
interplay between the disorder and �repulsive� interactions in
more detail in the regime when Fermi liquid becomes un-
stable as the Mott insulator state is approached by increasing
the interactions. Numerical studies performed for spinless
fermions with nearest-neighbor �NN� interactions in a disor-
dered mesoscopic ring; for spin 1/2 electrons in a ring, de-
scribed by the half-filled Hubbard-Anderson model; for spin-
less fermions with Coulomb repulsion �reduced to NN
repulsion� in 2D, etc. ��78,79�� show that as interactions be-
come comparable with disorder, delocalization takes places.
In a 1D ring it leads to the appearance of persistent currents,
in 2D the delocalized state exhibits also an ordered flow of
persistent currents, which is believed to constitute a novel
quantum phase corresponding to the metallic phase observed
in experiments, for instance, with a gas of holes in GaAs
heterostructures for the similar range of parameters.

Another intensive subject of investigation concerns metal
�Fermi liquid�-insulator transition driven by disorder in 3D.
Theoretical description of this phenomenon goes back to the
seminal works of Efros and Shklovskii �80� and McMillan
�81�. In this context, particularly impressive are the recent
results of experiments on disordered alloys, such as amor-
phous NbSi �82�, where the evidence for scaling and quan-
tum critical behavior was found. Weakly doped semiconduc-

tors provide a good model of a disordered solid, and their
critical behavior at the metal-insulator transition has been
intensively studied �cf. �83��. Very interesting results con-
cerning in particular various forms of electronic glass: from
Fermi glass, with negligible effects of Coulomb repulsion, to
Coulomb glass �84�, dominated by the electronic correlations
were obtained in the group of Dressel �85�.

Although there exists experimental evidence for delocal-
ization, enhanced persistent currents, and novel metallic
phases at the frontier between the Fermi glass and Mott in-
sulator, the further experimental models that physics of cold
atoms might provide are highly welcomed. Especially, since
the cold atoms Hubbard toolbox should allow one to design
with great fidelity the models studied by theorists: spinless
fermions extended Hubbard model in 1D, 2D, and 3D, and
spin 1/2 Hubbard model in a disordered potential, or even
more exotic systems such as Fermi systems with SU�N� “fla-
vor” symmetry �86�. Perhaps a less ambitious, but still inter-
esting challenge is to use ultracold atomic gases to create
both Fermi glass and a fermionic Mott insulator, and inves-
tigate their properties in detail.

C. Localization in Bose systems

At this point it is also worth mentioning the existing lit-
erature on the influence of repulsive interactions on Ander-
son localization in bosonic systems. In the weakly interacting
case, one observes at low temperatures the phenomenon of
Bose-Einstein condensation �BEC�, but to the eigenstates of
the random potential �which are Anderson localized�. Strong
nonlinear interactions tend, however, to destroy the localiza-
tion effects by introducing screening of disorder by the non-
linear mean field potential �87,88�. This happens as soon as
the disorder localization length, Ldis, becomes larger than the
healing length, lheal. Such destruction of localization by weak
nonlinearity occurs also in the context of chaos, as discussed
in 1993 by Shepelyansky �89�. Several experiments, aiming
at observation of localization with BECs have been recently
performed with elongated condensates in the presence of a
speckle pattern and 1D optical lattices �27–29�. In particular,
transport suppression has been observed in the Orsay and
Lens experiments, whereas, as we have shown in the Han-
nover setup �29�, conditions for Anderson localization can be
achieved using additional incommensurate superlattices. As
the nonlinearity �i.e., number of atoms� grows the condensate
wave function becomes a superposition of exponentially lo-
calized modes of comparably low energies. Overlapping of
those modes signifies the onset of the screening regime. We
believe that similar effects hold in the strongly interacting
limit in optical lattices, when they occur at the crossover
from the Anderson glass �in the weak interacting regime� to
Bose glass �in the strong interacting regime� behavior �see
�21�, and also �90��.

D. Localization in superconductors

Obviously, the effects of disorder on superconductivity
were studied practically from the very beginning of the
theory of superconductors. Already in the late 1950’s Ander-
son and Gorkov considered “dirty” superconductors �91�.
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For a weak disorder, Bardeen-Cooper-Schrieffer �BCS�
theory is still valid, but must be modified; the critical tem-
perature is reduced by the localization effects �92�.

The situation is more complex in the case of strong dis-
order. For example, in 2D superconductors the superconduct-
ing state exists only for sufficiently small values of the dis-
order. This state is often termed a superconducting vortex
glass. Cooper pairs in this state condense and form a delo-
calized “Bose” condensate. This condensate contains a large
number of quantum vortices that are immobile and localized
in the random potential energy minima associated with dis-
order �93�. As disorder grows, the system enters the insulat-
ing phase, which is a Bose glass of Copper pairs �for general
theory see �26��. Finally, for even stronger values of the dis-
order the system enters the insulating Fermi glass phase,
when the Cooper pairs break down. Obviously, this picture
becomes even more complex at the BCS-BEC crossover.

Superconductor-insulator transition has been recently in-
tensively studied in thin metal films on Ge or Sb substrates,
that induce disorder on the atomic scale. For not too thin
films, transition to superconduting state occurs via
Kosterlitz-Thouless-Berezinsky mechanism, whereas for ul-
trathin films localization effects suppress superconductivity
�94,95�. In particular, scaling behavior and scaling exponent
were studied in thin bismuth films �96�.

As before, the physics of cold gases might contribute here
significantly to our understanding of the influence of
quenched disorder on the phenomenon of superconductivity.

E. Localization and percolation

Percolation is a classical phenomenon that is very closely
related to localization �2�. Percolation provides a very gen-
eral paradigm for a lot of physical problems ranging from
disordered electric devices �97�, forest fires, and epidemics
�10,98�, to ferromagnetic ordering �8�. In lattices, one con-
siders site and bond percolation, and asks the following
question: given a probability of filling a lattice site �filling a
bond�, and given a layer of the lattice of linear width L, does
a percolating cluster of filled sites �bonds� that connects the
walls of the layer exist?

Obviously, a percolating medium with a percolating clus-
ter of empty sites is an example of a medium consisting of
randomly distributed scatterers. One has to expect that
Anderson localization will occur if quantum waves will
propagate and scatter in such a medium. An interplay be-
tween percolation and localization has been a subject of in-
tensive studies in recent years. On one hand, when a classical
flow is possible, the quantum one might be suppressed due to
the destructive interferences and Anderson mechanism. On
the other hand, quantum mechanics offers a possibility of
tunneling through the classically forbidden regions, and may
thus allow for a classically forbidden flow. It turns out that
this latter mechanism is very weak, and one typically ob-
serves three regimes of localization-delocalization behavior:
classical localization below the percolation limit, quantum
localization above the percolation limit, and quantum delo-
calization sufficiently above the percolation limit �99,100�.
Quantum percolation plays a role of mechanism responsible

for quantum Hall effect �101�. Obviously, interactions in the
presence of quantum percolation introduce additional com-
plexity into the phenomenon.

Atomic Fermi-Bose mixtures and atomic gases in general
offer an interesting possibility to study quantum percolation
in a controlled way. One should stress that quenching atoms
as random scatterers in a lattice �below percolation thresh-
old� would be one of the methods itself to generate random
local potentials.

F. Random field Ising model

Particularly interesting are those disordered systems, in
which arbitrarily small disorder causes large qualitative ef-
fects, with Anderson localization in 1D and, most presum-
ably, in 2D being paradigm examples. Other examples are
provided by classical systems that exhibit long range order at
the lower critical dimension. In such systems, addition of an
arbitrary small local potential �magnetic field�, that has a
distribution assuming the same symmetry as the considered
model, destroys long range order.

The first example of such behavior has been shown by
Imry and Ma �102�, using the domain wall argument; it con-
cerns random field Ising model in 2D, for which magnetiza-
tion vanishes in a random magnetic field in the Ising spin
direction with symmetric distribution �Z2 symmetry�. This
result was soon after proven rigorously �103�, and even gen-
eralized to XY, Heisenberg, or Potts models �provided that
the corresponding “field” assumes the same symmetry as the
model, i.e., U�1�, SU�2�, etc. �104��.

One should note that most of the above discussed effects
concern abstract spin models, and have no direct experimen-
tal realizations in condensed matter systems. Cold atoms of-
fer here a unique possibility of both feasible realization of
classical models, and of studying quantum effects in those
systems. Equally interesting in this context could be spin
models in which the random magnetic field breaks the sym-
metry, such as, for instance, XY model in 2D in the random
field directed in, say, the X direction. Such field breaks the
U�1� symmetry and changes the universality class of the
model to the Ising class. Simultaneously, it prevents sponta-
neous magnetization in the X direction. In effect, the system
attains the macroscopic magnetization in the Y direction
�105�. We have recently studied these kinds of systems and
proved this result at T=0 rigorously. We expect in fact finite
T transition �as in Ising model�, but a detailed analysis of that
case goes beyond the scope of the present paper �106�.

G. Spin glasses: Parisi’s theory and the “droplet” model

Spin glasses are spin systems interacting via random cou-
plings, that can be both ferro- or antiferromagnetic. Such
variations of the couplings lead typically to frustration. Spin
glass models may thus exhibit many local minima of the free
energy. For this reason, spin glasses remain one of the chal-
lenges of the statistical physics and, in particular, the ques-
tion of the nature of their ordering is still open. According to
Parisi’s picture, the spin glass phase consists of very many
pure thermodynamic phases. The order parameter of a spin
glass becomes thus a function characterizing the probability
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of overlaps between the distinct pure phases �6�. According
to the so-called “droplet” picture, developed by Huse-Fisher
and Bray-Moore �7,107� there are �for Ising spin glasses� just
two pure phases �up to Z2 symmetry�, and what frustration
does is to change very significantly the spectrum of excita-
tions �domain walls, droplets� close to the equilibrium. While
the Parisi’s picture �related also to the replica symmetry
breaking� is most presumably valid for long range spin glass
models, such as Sherrington-Kirkpatrick model �108�, the
“droplet” model is formulated as a scaling theory, and has a
lot of numerical support for short range models, such as the
Edwards-Anderson �109� model. For more details of these
two pictures relevant for our actual study see Sec. V.

III. DYNAMICS OF COMPOSITE FERMIONS IN THE
STRONG COUPLING REGIME

In this section we begin our detailed discussion of the low
temperature physics of the Fermi-Bose mixtures. In particu-
lar we consider a mixture of ultracold bosons �b� and spin-
less �or spin-polarized� fermions �f�, for example 7Li-6Li or
87Rb-40K, trapped in an optical lattice. In the following, we
will first consider the case of an homogeneous optical lattice,
where all lattice sites are equivalent, and we will review
previous results focusing on the formation of composite fer-
mions and the quantum phase diagram �52�. Second, we shall
extend the analysis to the case of inhomogeneous optical
lattices. We consider on-site inhomogeneities consisting of a
harmonic confining potential and/or diagonal disorder. In all
cases considered below, the temperature is assumed to be
low enough and the potential wells deep enough so that only
quantum states in the fundamental Bloch band for bosons or
fermions are populated. Note that this requires that the filling
factor for fermions �f, is smaller than 1, i.e., the total number
of fermions, Nf, is smaller than the total number of lattice
sites N.

In the tight-binding regime, it is convenient to project
wave functions on the Wannier basis of the fundamental
Bloch band, corresponding to wave functions well localized
in each lattice site �110,111�. This leads to the Fermi-Bose
Hubbard �FBH� Hamiltonian �8,12,19,63�:

HFBH = − �
�ij�

�Jbbi
†bj + Jff i

†f j + H.c.� + �
i
	V

2
ni�ni − 1�

+ Unimi
 + �
i

�− �i
bni − �i

fmi� , �1�

where bi
†, bi, f i

†, and f i are bosonic and fermionic creation-
annihilation operators of a particle in the ith localized Wan-
nier state of the fundamental band and ni=bi

†bi, mi= f i
†f i are

the corresponding on-site number operators. The FBH model
describes: �i� nearest-neighbor �NN� boson �fermion� hop-
ping, with an associated negative energy, −Jb�−Jf�; �ii� on-
site boson-boson interactions with an energy V, which is sup-
posed to be positive �i.e., repulsive� in the reminder of the
paper; �iii� on-site boson-fermion interactions with an energy
U, which is positive �negative� for repulsive �attractive� in-
teractions; and �iv� on-site energy due to interactions with a

possibly inhomogeneous potential, with energies −�i
b and

−�i
f; eventually, −�i

b and −�i
f also contain the chemical po-

tentials in grand canonical description. For the sake of sim-
plicity, we shall focus, in the following, on the case of equal
hopping for fermions and bosons, Jb=Jf=J and we shall as-
sume the strong coupling regime, i.e., V ,U�J. Generaliza-
tion to the case Jb�Jf is just straightforward.

A. Quantum phases in homogeneous optical lattices

Before turning to inhomogeneous optical lattices, let us
briefly review here the results presented in �52� for homoge-
neous lattices at zero temperature, when all sites are transla-
tionally equivalent. In the limit of vanishing hopping �J=0�
with finite repulsive boson-boson interaction V, and in the
absence of interactions between bosons and fermions
�U=0�, the bosons are in a Mott insulator �MI� phase with
exactly ñ= ��̃b�+1 bosons per site, where �̃b=�b /V and �x�
denotes the integer part of x. In contrast, the fermions can be
in any set of Wannier states, since for vanishing tunneling,
the energy is independent of their configuration. The situa-
tion changes when the interparticle interactions between
bosons and fermions, U, are turned on. In the following, we
define �=U /V and we consider the case of a bosonic MI
phase with ñ bosons per site. The presence of a fermion in
site i may attract −s�0 bosons or equivalently expel s� ñ
boson�s� depending on the sign of U. The on-site energy gain
in attracting −s bosons or expelling s bosons from site i is
�Ei= �V /2�s�s−2ñ+1�−Us+�bs. Minimizing �Ei it clearly
appears energetically favorable to expel s= ��− �̃b�+ ñ
bosons. Within the occupation number basis, excitations cor-
respond to having ñ−s±1 bosons in a site with a fermion,
instead of ñ−s and, therefore, the corresponding excitation
energy is �V. In the following, we assume that the tempera-
ture is smaller than V so that the population of the above-
mentioned excitations can be neglected. It follows that tun-
neling of a fermion is necessarily accompanied by the
tunneling of −s bosons �if s	0� or opposed-tunneling of s
bosons �if s
0�. The dynamics of our Fermi-Bose mixture
can thus be regarded as the one of composite fermions made
of one fermion plus −s bosons �if s	0� or one fermion plus
s bosonic holes �if s
0�. The annihilation operators of the
composite fermions are �52�

Fi =��ñ − s�!
ñ!

�bi
†�sf i for s bosonic holes, �2�

Fi =� ñ!

�ñ − s�!
�bi�−sf i for − s bosons. �3�

These operators are fermionic in the sub-Hilbert space gen-
erated by �n-ms ,m� with m=0,1 in each lattice. Note that
within the picture of fermionic composites, the vacuum state
corresponds to the MI phase with ñ boson per site. At this
point, different composite fermions appear depending on the
values of �, ñ, and �̃b as detailed in Fig. 1 �52�. The different
composites are denoted by Roman numbers I, II, III, etc,
which denote the total number of particles that form the cor-
responding composite fermion. Additionally, a bar over a Ro-
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man number indicates composite fermions formed by one
bare fermion and bosonic holes, rather than bosons. For the
sake of simplicity, we shall consider only bosonic MI phases
with ñ=1 boson per site �i.e., 0	�̃b�1� in the following
parts of this paper �113�.

If �− �̃b�0, a fermion in site i pushes the boson out
of the site. We will call the sites with this property B-sites.
This notation will become particularly important in the
presence of disorder �local �̃b�. The composites, in this case,
correspond to one fermion plus one bosonic hole �this phase
is called II in Fig. 1�a��. If −1	�− �̃b	0, we have bare
fermions as composites �this corresponds to phase I�. The
sites with this property will be called A-sites. Finally,
if −2	�− �̃b	−1, the composites are made of one
fermion plus one boson �phase II�. The sites with the latter
property will be called C-sites. Because all sites are equiva-
lent for the fermions, the ground state is highly
�N! / �Nf�!�N−Nf�!�-degenerated, so the manifold of ground
states is strongly coupled by fermion or boson tunneling. We
assume now that the tunneling rate J is small but finite. Us-
ing time-dependent degenerate perturbation theory �114�, we
derive an effective Hamiltonian �12� for the fermionic com-
posites:

Heff = − deff�
�i,j�

�Fi
†Fj + H.c.� + Keff�

�i,j�
MiMj − �̄eff�

i

Mi,

�4�

where Mi=Fi
†Fi and �̄eff is the chemical potential, whose

value is fixed by the total number of composite fermions.
The nearest neighbor hopping for the composites is de-
scribed by −deff and the nearest neighbor composite-
composite interactions are given by Keff, which may be re-
pulsive ��0� or attractive �	0�. This effective model is
equivalent to that of spinless interacting fermions. The inter-
action coefficient Keff originates from second order terms in
perturbative theory and can be written in the general form:

Keff =
− 2J2

V
	�2ñ − s��ñ + 1� − s�ñ − s� −

�ñ − s��ñ + 1�
1 + s − �

−
�ñ − s + 1�ñ

1 − s + �
−

1

s�

 . �5�

This expression is valid in all the cases but when s=0 the last
term �1/s�� should not be taken into account. deff originates
from ��s�+1�-th order terms in perturbative theory and thus
presents different forms in different regions of the phase dia-
gram of Fig. 1. For instance in region I, deff=J, in region
II deff=2J2 /U, and in region II, deff=4J2 / �U�.

The physics of the system is determined by the ratio
Keff /deff and the sign of Keff. In Fig. 1�a�, the subindex A/R
denotes attractive �Keff	0�/repulsive �Keff�0� composites
interactions. Figure 1�b� shows the quantum phase diagram
of composites for fermionic filling factor �f=0.4 and tunnel-
ing J /V=0.02. As an example, let us consider the case of
repulsive interactions between bosons and fermions, ��0.
Once the fermion-bosonic hole composites II have been cre-
ated ����̃b�, the relation Keff /deff=−2��−1� applies. Con-
sequently, if one increases the interactions between bosons
and fermions adiabatically, the system evolves through dif-
ferent quantum phases. For �̃b	�	1, the interactions be-
tween composite fermions are repulsive and of the same or-
der of the tunneling; the system exhibits delocalized metallic
phases. For �1, the interactions between composite fermi-
ons vanish and the system shows up the properties of an
ideal Fermi gas. Growing further the repulsive interactions
between bosons and fermions, the interactions between com-
posite fermions become attractive. For 1	�	2, one expects
the system to show superfluidity, and for ��2 fermionic
insulator domains are predicted.

In the reminder of the paper, we shall generalize these
results to the case of inhomogeneous optical lattices. We
shall assume diagonal inhomogeneities, i.e., site-dependent
local energies ��i

b,f depends on site i but the tunneling rate J
and interactions U and V do not�. Diagonal inhomogeneities
may account for �i� overall trapping potential �usually har-
monic�, which is usually underlying in experiments on ultra-
cold atoms, and �ii� disorder that may be introduced in dif-
ferent ways in ultracold samples �see Sec. VI for details�.

FIG. 1. �Color online� Quantum phase diagrams of Fermi-Bose
mixtures in a homogeneous optical lattice as functions of �̃b and
�=U /V, for �f=0.4 and J /V=0.02. Roman numbers denote the
total number of particles that form the composite and a bar means
that the composite is formed by bosonic holes rather than bosons.
�a� Diagram of composites where the filled small �blue� dots sym-
bolize fermions, large �red� dots symbolize bosons, and empty �red�
dots, bosonic holes. The subindex A �R� indicates attractive �repul-
sive� composites interactions. �b� Detailed quantum phase diagram
of fermionic composites. The subindices denote here different
phases: DW �density wave�, FL �fermi liquid�, SF �superfluid�, and
FD �fermionic domains�. The strongly correlated phases for small
but finite J are surrounded by characteristic lobs �53�, beyond which
bosons become superfluid. Therefore there are thin regions of
bosonic superfluid between the various composite phases �112�. The
general explanation of the figure appears in Sec. III A while the
numerical calculations of some of the possible phases are reported,
for the case of sites B, in Sec. IV B. A detailed explanation of the
phases exhibited by composites II �B sites�, composites I �A sites�,
and composites II �C sites� in the presence of disorder can be found
in Secs. III C–III E, respectively.
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B. Composites in disordered lattices: Effective Hamiltonian

In this section we include on-site energy inhomogeneities
in the optical lattice and we derive a generalized effective
Hamiltonian for the composite fermions. Strictly speaking, in
the presence of disorder the hopping terms should depend on
the site under consideration. Nevertheless, for weak enough
disorder one can assume site independent tunneling for both
bosons or fermions �21�. In the following we will restrict
ourselves to the case where the hopping rates of bosons and
fermions are equal and site-independent, Jb=Jf =J and to the
strong coupling regime, V ,U�J, where the tunneling can be
considered as a perturbation, as in Sec. III A.

For homogeneous lattices �see Sec. III A�, following the
lines of Refs. �51,52�, we have used the method of degener-
ate second order perturbation theory to derive the effective
Hamiltonian �4� by projecting the wave function onto the
multiply degenerated ground state of the system in the ab-
sence of tunneling.

In the inhomogeneous case, this approach cannot be ap-
plied since even for J=0 there exists a well-defined single
ground state determined by the values of the local chemical
potentials. Nevertheless, in general, there will be a manifold
of many states with similar energies. The differences of en-
ergy inside a manifold are of the order of the difference of
chemical potential in different sites, whose random distribu-
tion is bounded, i.e., 0��̃i

b, �̃i
f�1. Moreover, the lower

energy manifold is separated from the exited states by a gap
given by the boson-boson interaction, V. Therefore one can
apply a form of quasidegenerate perturbation theory by pro-
jecting onto the manifold of near-ground states �114�.

As it is described in Ref. �114� and briefly summarized in
Appendix A, we construct an effective Hamiltonian that de-
scribes the slow, low-energy perturbation induced within the
manifold of unperturbed ground states by means of a unitary
transformation applied to the total Hamiltonian �1�. By de-
noting with P the projector on the manifold and Q=1− P its
complement, the expression of the effective Hamiltonian can
be written as

�out�Heff�in� = �out�H0�in� + �out�PHintP�in� −
1

2
�out�PHintQ

�� 1

H0 − Ein
+

1

H0 − Eout
�QHintP�in� . �6�

As second order theory can only connect states that differ on
one set of two adjacent sites, the effective Hamiltonian Heff
can only contain nearest-neighbor hopping and interactions
as well as on-site energies �̄i �37�:

Heff = �
�i,j�

�− dijFi
†Fj + H.c.� + �

�i,j�
KijMiMj + �

i

�̄iMi,

�7�

where Mi, Fi are defined as in Eq. �4�. The explicit calcula-
tion of the coefficients dij, Kij, and �̄i depends on the con-
crete type of composites. In the three following sections we
address the cases of fermion-bosonic hole composites �II�,
bare fermion composites �I�, and fermion-boson composites
�II�.

C. Fermion-Bosonic hole composites

In this section, we assume that all sites are B-sites, i.e.,
�− �̃i

b�0, so that composite fermions II are created. This
means that each site contains either one boson or one fer-
mion plus a bosonic hole. Thus the manifold of low lying
states comprises all possible configurations of Nf fermions on
an N-site lattice, with no fermion occupied sites filled by
bosons.

Within the manifold of ground states, a fermion jump
from site i to site j can only occur if the boson that was
initially in site j jumps back to site i into the hole the fermion
leaves behind. Therefore the number operator for fermions
and bosons are related with the number operator of compos-
ites, i.e., Mi=mi=1−ni. Note that the composite model is
expressed in terms of the composite fermionic operators
Fi=bi

†f i and thus Mi= f i
†f ibibi

†. To determine the coefficients
in Eq. �7�, one looks at two adjacent sites with indices i and
j and uses a vector notation �1b ,1f� which would correspond
to one boson on site i and one fermion on site j. In the
composite fermion picture this would be denoted as �0,1�c,
i.e., one composite fermion on site j and no composite fer-
mion on site i. With this notation tunneling rates and nearest-
neighbor interactions are calculated from Eq. �6� as

�1f,1b�Heff�1b,1f� = −
1

2

J2

V
� 1

� − �ij
b

+
1

� + �ij
b +

1

� − �ij
f +

1

� + �ij
f �

� c�1,0�Fi
†Fj�0,1�c, �8�

�1b,1b�Heff�1b,1b� = −
1

2

J2

V
� 2

1 − �ij
b

+
2

1 + �ij
b +

2

1 − �ij
b +

2

1 + �ij
b �

� c�0,0��1 − Mi��1 − Mj��0,0�c, �9�

�1f,1b�Heff�1f,1b� = −
1

2

J2

V
� 2

� − �ij
b +

2

� + �ij
f �

� c�1,0�Mi�1 − Mj��1,0�c, �10�

�1b,1f�Heff�1b,1f� = −
1

2

J2

V
� 1

� + �ij
b +

1

� − �ij
f �

� c�1,0�Mi�1 − Mj��1,0�c. �11�

Summing these terms up yields the coefficients for Eq. �7�:

dij =
J2

V
� �

�2 − ��ij
b �2 +

�

�2 − ��ij
f �2� , �12�

Kij = −
J2

V
� 4

1 − ��ij
b �2 −

2�

�2 − ��ij
f �2 −

2�

�2 − ��ij
b �2� , �13�
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�̄i = �i
b − �i

f +
J2

V 	�
�i,j�

4

1 − ��ij
b �2 −

1

� − �ij
b −

1

� + �ij
f 
 ,

�14�

with �ij
f,b= �̃i

f,b− �̃ j
f,b. Here, �i , j� represents all neighbor sites

of i. We shall now consider separately two limiting cases: �i�
�i

f=0 and �i
b=�iV, and �ii� �i

f=�i
b=�iV.

1. Case where �i
f=0

In the first case, we assume that the on-site energy for
fermions vanishes. We assume also that all sites are B-sites,
i.e., �− �̃i

b�0 everywhere. In this case, the hopping ampli-
tudes dij are always positive, although may vary quite sig-
nificantly with disorder, especially when �ij

b �. As shown
in Fig. 2, for ��1, Kij �0 and we deal with attractive �al-
though random� interactions. For �	1, Kij 
0 and the inter-
actions between composites are repulsive. For �	1, but
close to 1, Kij might take positive or negative values for �ij

b

small or �ij
b �. In this case, the qualitative character of

interactions may be controlled by inhomogeneity �37�. At
low temperatures the physics of the system will depend on
the relation between �̃i

b’s and �.
(a) Small disorder limit. For small disorder, we may ne-

glect the contributions of �ij
b to dij d and Kij K, and keep

only the leading disorder contribution in �̄i, i.e., the first
term in Eq. �14�. Note that the latter contribution is relevant
in 1D and 2D leading to Anderson localization of single
particles �66�. When K /d�1 the system will then be in the
Fermi glass phase, i.e., Anderson localized �and many-body
corrected� single particle states will be occupied according to
the Fermi-Dirac rules �76�. For repulsive interactions and
K /d�1, the ground state will be a Mott insulator and the
composite fermions will be pinned for large filling factors. In
particular, for filling factor �f=1 /2, one expects the ground
state to be in the form of a checkerboard. For intermediate

values of K /d, with K�0, delocalized metallic phases with
enhanced persistent currents are possible �78�. Similarly, for
attractive interactions �K	0� and �K� /d	1 one expects
competition between pairing of fermions and disorder, i.e., a
“dirty” superfluid phase while for �K� /d�1, the fermions
will form a domain insulator. Figure 3 shows a schematic
representation of expected disordered phases of the type II
fermionic composites for small disorder, and vanishing fer-
mionic on-site chemical potential.

(b) Spin glass limit. Another interesting limit corresponds
to the case �ij

b �1. Such a situation can be achieved by
combining a superlattice potential with a spatial period twice
as large as the one of the lattice �which alone induces
��ij

b �=1� and a random potential to induce site-to-site fluctua-
tions. The tunneling becomes then nonresonant and can be
neglected in Eq. �7�, while the couplings Kij fluctuate
strongly as shown in Fig. 2. We end up then with the �fermi-
onic� Ising spin glass model �37� described by the Edwards-
Anderson model with si=2Mi−1= ±1. This case is studied in
more detail in Sec. V.

2. Case where �i
f=�i

b

Let us now consider that the chemical potential is equal
for bosons and fermions at each lattice site, �i

f=�i
b=�iV. All

sites are still assumed to be B-sites.
The effective interactions are for ��1 always negative,

and therefore the composites experience random attractive
interactions �as in the previous case�, while for �	1,
Kij �0, and therefore we deal with random repulsive inter-
actions. For �=1, the interactions between composites van-
ish for all the values of the amplitude of the disorder.

In this case the sign of the interactions between compos-
ites is governed by the interactions between bosons and fer-
mions alone. Note that this is not possible when one consid-
ers only disorder for the bosons. Figure 4 shows the
tunneling and the nearest-neighbor couplings for different
values of �. We expect here the appearance of similar
phases, as in the previously discussed case.

D. Bare Fermion composites

In this section we now assume that all sites are A-sites and
correspond to type I fermionic composites, i.e., −1	�− �̃i

b

	0. This means that composite fermions reduce to bare fer-
mions �Fi= f i� flowing on the top of a MI phase with ñ=1
boson per site. Each site now contains one boson plus even-
tually one fermion. From application of perturbation theory
as described in Sec. III B �see Eq. �6��, one finds that the

FIG. 2. �Color online� Tunneling, dij, and nearest-neighbor cou-
plings, Kij, of type II composites as a function of disorder �ij

b , and
for different boson-fermion interactions, �, in the case �i

f=0.

FIG. 3. �Color online� Schematic phase diagram of type II fer-
mionic composites for low disorder ��ij

b �1,�� and vanishing fer-
mionic on-site energy ��i

f=0� as a function of the ratio between NN
interactions and tunneling for the composites.
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coefficients of the effective Hamiltonian �7� are

dij = J , �15�

Kij = −
J2

V
� 8

1 − ��ij
b �2 −

4�1 + ��
�1 + ��2 − ��ij

b �2 −
4�1 − ��

�1 − ��2 − ��ij
b �2� ,

�16�

�̄i = − �i
f +

J2

V
�
�i,j�

	 4

1 − ��ij
b �2 −

1

�ij
f −

4

1 − �� − �ij
b �2
 .

�17�

We observe that the inhomogeneities for fermions �site-
dependent �i

f� neither perturb the effective tunneling, nor the
effective interaction parameter, while �̄i−�i

f up to correc-
tions of the order of O�J2 /V� for type I composite �bare�
fermions. In this case, composite tunneling dij originates
from the first order term, while the nearest-neighbor interac-
tion originates from second order perturbation. It should be
noted that in the case of type I composites, the hopping dij
and interaction Kij parameters in Eq. �7� do not depend on
the sign of the fermion-boson interaction �.

The couplings Kij are always positive, and for �0,
Kij O��2�, and both the repulsive interactions and disorder
are very weak, leading to an almost ideal Fermi liquid be-
havior at low temperature. For finite �, and �ij

b 1− ���,
however, the fluctuations of Kij might be quite large as
shown in Fig. 5. Note that for ���1, this will occur even for
small disorder. It is interesting to note that the dynamics of
type I composites in our system resembles quantum bond
percolation. As suggested from Fig. 5, one can assume in a
somehow simplified view that the interaction parameter Kij
takes either very large, or zero values. The lattice decom-
poses into two sublattices �see Fig. 6�: a “weak” bond sub-

lattice �corresponding to Kij �dij� in which fermions flow as
in an almost ideal Fermi liquid, and a “strong” sublattice
�corresponding to Kij �dij�, where only one fermion per
bond is allowed �MiMj =0 for all nearest neighbors in the
“strong” cluster�. Therefore we see that the physics of bond
percolation �10,97� will play a role. For p� pc, where p is
the density of weak bonds and pc0.50 �in two-dimensional
square lattices� and pc0.25 �in three-dimensional cubic lat-
tices�, the weak bond sublattice will be percolating, i.e., there
exists a large cluster of weak bonds which spans the lattice
from one side to the other. The question arises as to deter-
mine the quantum bond percolation threshold pQ, i.e., for
which minimal value of p, the eigenstates of the quantum gas
will be delocalized over the extension of the system. Al-
though it is clear that pQ� pc, it is still an open question to
determine the exact value for the quantum percolation
threshold pQ �99,115–118�. Therefore experimental realiza-
tion of our system may be of considerable interest for ad-
dressing this general question.

E. Fermion-Boson composites

We finally consider in this section the case, when all sites
are C-sites, so that type II composites corresponding to
−2	�− �̃i

b	−1 are formed. The composites are made of
one fermion and one boson. This means that each lattice site

FIG. 4. �Color online� Tunneling, dij, and nearest-neighbor cou-
plings, Kij, of type II composites as a function of disorder �ij

b , and
for different boson-fermion interactions, �, in the case �i

f=�i
b

=�iV.

FIG. 5. �Color online� Ratio of nearest-neighbor coupling and
tunneling Kij /dij as a function of disorder �ij

b for �=0.7 and J /V
=0.01 in the case of type I composite fermions.

FIG. 6. �Color online� Schematic representation of connecting
bonds in type I composite systems. The bonds are separated in two
types: �i� the weak bonds in which two composites do not interact
and �ii� the strong bonds where only one composite can stay. The
short lines represent the bonds and the crossing points of the bonds
are the lattice sites.
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is populated by either one boson or one fermion plus two
bosons. Tunneling as well as nearest-neighbor interaction of
composites arise from second order terms in perturbative
theory �see Sec. III B and Eq. �6� for details�. Along the lines
of Sec. III B, we find the following expressions:

dij =
J2

V
� 2���

���2 − ��ij
b �2 +

2���
���2 − ��ij

f �2� , �18�

Kij =
− J2

V
� 16

1 − ��ij
b �2 −

2���
���2 − ��ij

f �2 −
8���

���2 − ��ij
b �2

−
6�2 − ����

�2 − ����2 − ��ij
b �2� , �19�

�̄i = − �i
f − �i

b +
J2

V
�
�i,j�

	 4

1 − ��ij
b �2 −

4

��� + �ij
b

−
3

2 − ��� − �ij
b −

1

��� + �ij
f 
 . �20�

Different scenarios also arise in this case. In the follow-
ing, we shall consider the case �i

f=0 and �i
b=�iV. The other

extreme case, �i
f=�i

b=�iV, leads to qualitatively similar
conclusions.

Case where �i
f=0

We assume here that the on-site energy for fermions is
�i

f=0. As for Fig. 2, we plot the effective tunneling and
interaction parameter versus inhomogeneity parameter �ij

b in
Fig. 7. The general behavior of dij and Kij is qualitatively the
same as in the case of type II composites. For type II com-
posites, and for small disorder, we find K /d=1−4���+3/ �2
− ���� with 1	 ���	2. The inhomogeneity is now given, for

type II composites, by �̄i=−�i
b. The regimes, where K�d

corresponding to an almost ideal Fermi gas �in the absence
of disorder�, or to a Fermi glass �in the presence of disorder�,
can be reached in the region �−5/4. The opposite regimes
of strong effective interactions, where K�d appears for
�−2 and corresponds to repulsive interactions K�0. In
this region, the fermionic checkerboard phase if the filling
factor is 1 /2 �for vanishing disorder� and the repulsive Fermi
glass phase �in the presence of disorder� are expected. Here,
no strong attractive interactions regime occurs since K /d
reaches a minimum of −0.07 for �=�3/2−2. Therefore, in
contrast to type II composites, for type II composites: �i� due
to weakness of attractive interactions, the domain insulator
phase does not appear, and even the “dirty” superfluid phase
may be washed out; and �ii� arbitrary strong repulsive inter-
actions can be used to generate a Mott insulator, which might
be difficult for II composites, where K /d is limited to 2,
suggesting that Fermi liquid, Fermi glass behavior will pre-
vail.

As shown in Fig. 7, the spin glass limit can also be
reached, for example, for �−1.05 and ��ij

f �0.9. In this
regime, the tunneling is nonresonant due to strong disorder
and the nearest-neighbor interaction fluctuates strongly from
negative to positive values. See Sec. V for further study of
the spin glass limit.

F. Optical lattices with different types of sites

Sites A and B

Obviously, the situation becomes much more complex
when we deal with different types of sites in the lattice.
Again there are infinitely many possibilities, and the simplest
ones are, for instance: �i� coexistence of A- and B-sites, or
�ii� A- and C-sites, or �iii� A-, B-, and C-sites, etc. In the
following we shall consider only the case �i� with �i

f=0 and
�i

b=�iV, since the other cases lead to qualitatively similar
effects.

Let us assume that the numbers of A- and B-sites are
macroscopic, i.e., of the order of N. More precisely, we will
consider that NA �number of A-sites� and NB �number of
B-sites� of order N /2. In this case the physics of site perco-
lation �10� will play a role. If Nf�NB the composite fermi-
ons will move within a cluster of B-sites. When NB will be
above the classical percolation threshold, this cluster will be
percolating. The expressions Eq. �12� and Eq. �13� will still
be valid, except that they will connect only the B-sites. The
physics of the system will be similar as in the case of type I
composites�, but it will occur now on the percolating cluster.
For small disorder, and K /d�1, the system will be in a
Fermi glass phase in which the interplay between the Ander-
son localization of single particles due to fluctuations of �i

b

and quantum percolation effects, that is randomness of the
B-sites cluster, will occur. For repulsive interactions and
K /d�1, the ground state will be a Mott insulator on the
cluster and the composite fermions will be pinned �in par-
ticular for half-filling of the cluster�. It is an open question
whether the delocalized metallic phases with enhanced per-
sistent current of the kind discussed in Ref. �78� might exist
in this case. Similarly, it is an open question whether for

FIG. 7. �Color online� Tunneling, dij, and nearest-neighbor cou-
plings, Kij, of type II composites as a function of disorder �ij

b and
for different boson-fermion interactions, �, in the case �i

f=0.
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attractive interactions �K	0� and �K� /d	1 pairing of �per-
haps localized� fermions will take place. In the case of
�K� /d�1, we expect that the fermions will form a domain
insulator on the cluster.

In the spin glass limit �ij
b �1, we will deal with the

Edward-Anderson spin glass on the cluster. Such systems are
of interest in condensed matter physics �cf. �11��, and again
questions connected to the nature of spin glass ordering may
be studied in this case.

When Nf�NB, all B-sites will be filled, and the physics
will occur on the cluster of A-sites. For �0, we will deal
with a gas with very weak repulsive interactions, and no
significant disorder on the random cluster; this is an ideal test
to study quantum percolation at low T. For finite �, and
�ij

b 1−�, the interplay between the fluctuating repulsive
Kij’s and quantum percolation might be studied.

IV. NUMERICAL ANALYSIS USING GUTZWILLER
ANSATZ

A. Numerical method

In this section, we present numerical results that give evi-
dences of �i� formation of composite particles in Fermi-Bose
mixtures in optical lattices and �ii� existence of different
quantum phases for various sets of composite tunneling and
interaction parameters and inhomogeneities. We mainly fo-
cus on type II composites. Mean-field theory provides appro-
priate although not exact properties of Hubbard models �8�.
In the following, we consider a variational mean field ap-
proach provided by the Gutzwiller ansatz �GA� �26,119�. In
particular, the GA ansatz has been successfully employed for
bosonic systems to study the superfluid to Mott insulator
transition �19,26� in nondisordered lattices, and the Anderson
and Bose glass transitions in the presence of disorder
�21,26�.

Briefly, the Gutzwiller approach neglects site-to-site quan-
tum coherences so that the many-body ground state is written
as a product of N states, each one being localized in a dif-
ferent lattice site. Each localized state is a superposition of
different Fock states �n ,m�i with exactly n bosons and m
fermions on the ith lattice site:

��MF� = �
i=1

N ��
n=0

nmax

�
m=0,1

gn,m
�i� �n,m�i� , �21�

where nmax is an arbitrary maximum occupation number of
bosons in each lattice site �120�.

The gn,m
�i� are complex coefficients proportional to the am-

plitude of finding n bosons and m fermions in the ith lattice
site, and consequently we can impose, without loss of gen-
erality, these coefficients to satisfy �n�m�gn,m

�i� �2=1. For the
sake of simplicity, we neglect the anticommutation relation
of fermionic creation �f i� and annihilation �f j

†� operators in
different lattice sites. However, Pauli principle applies in
each lattice site �mi�1∀ i�. Since GA neglects correlations
between different sites, this procedure is expected to be safe
and is commonly used within the Gutzwiller approach �53�.

Inserting ��MF� in the Schrödinger equation with the two-
species Fermi-Bose Hamiltonian �1�, we were able to deter-

mine the ground state and to compute the dynamical evolu-
tion of the Fermi-Bose mixture.

1. Ground state calculations

Employing a standard conjugate-gradient downhill
method �121�, we minimize the total energy ��MF�HFBH��MF�
with HFBH given by Eq. �1� under the constraint of fixed total
numbers of fermions Nf and bosons Nb �122�:

��MF�HFBH��MF� − �f���MF��
i

mi��MF� − Nf�2

− �b���MF��
i

ni��MF� − Nb�2 → min. �22�

The numerical procedure is as follows: �i� We minimize the
energy of the mixture �eventually� in the presence of smooth
trapping potentials and with nonzero tunneling for bosons
and fermions, but assuming vanishing interactions between
bosons and fermions �U=0�. During the minimization the
normalization ��n�m�gn,m�2=1� should be imposed. �ii� After
this initial minimization, we ramp up adiabatically the inter-
actions between bosons and fermions using the dynamical
Gutzwiller approach �see below�. In this way, we end up with
the ground state of the mixture in the presence of tunneling
J, nonvanishing interactions U and V, and eventually in the
presence of a smooth trapping potential.

This two-step procedure is indeed necessary because in
the presence of interactions between bosons and fermions
finite numbers of bosons and fermions correspond to a saddle
point of Eq. �22�, and no true minimum can be found within
direct minimization of the total Hamiltonian �54�.

2. Time-dependent calculations

Using the time-dependent variational principle
���MF�i��t−HFBH�t���MF�→min� with Hamiltonian HFBH

given by Eq. �1� and eventually time-dependent parameters
Jf,b, U, V, �i

f,b, we end up with the following dynamical
equation for the Gutzwiller coefficients �54,123�:

i��tgn,m
�i� = 	V

2
n�n − 1� + Unm − �i

bn − �i
fm
gn,m

�i�

− ��i
b��ngn−1,m

�i� − ��i
b�*�n + 1gn+1,m

�i� − ��i
f�gn,m−1

�i�

− ��i
f�*gn,m+1

�i� , �23�

where

�i
b = �

�i,j�
Jb	�

n
�

m=0,1

�n + 1gn,m
�j�*gn+1,m

�j� 
 , �24�

�i
f = �

�i,j�
Jf	�

n

gn,0
�j�*gn,1

�j� 
 . �25�

Note that these equations are valid under the hypothesis of
neglecting anticommutation relations for fermionic operators
in different sites. Equations �23�–�25� preserve both normal-
ization of the wave function and the mean particle numbers.

In the following, the dynamical Gutzwiller approach will
be used for �i� computing the ground state of the mixture in
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the presence of interactions between bosons and fermions
�see above� and �ii� to ramp up adiabatically disorder in the
optical lattice potential.

B. Numerical results

We have considered a 2D optical lattice with N=10�10
sites to perform the simulations of the different quantum
phases that appear for type IĪ composites in the presence of a
very shallow harmonic trapping potential ��̃i

b,f=�b,f� l�i�2,
where l�i� is the distance from site i to the central site in cell
size units�, with different amplitudes for bosons and fermi-
ons. The harmonic on-site energy simulates shallow mag-
netic or optical trapping. The confining potential is experi-
mentally of vital importance in order to see Mott insulator
phases that require commensurate filling �20,124,125�. It
plays the role of a local chemical potential, and it has been
predicted that it modifies some properties of strongly corre-
lated phases �126�. Additionally, this breaks the equivalence
of all lattice sites and makes it more obvious the different
phases that one can achieve �see below�. We first calculate
the ground state of the system considering Nb=60 bosons,
Nf=40 fermions, Jb /V=Jf /V=0.02, U=0 in the presence of
harmonic traps characterized by �b=10−7 and �f=5�10−7.

Under these conditions, we find that, as expected, the
bosons are well inside the MI phase with ñ=1 boson per site
�19,26�. Due to the very small values of �f and �b neither the
bosons nor the fermions feel significantly the confining trap
as shown in Fig. 8�a�.

1. Nondisordered phases

Starting with this ground state we adiabatically grow the
repulsive interactions between bosons and fermions, U,

keeping the repulsion between bosons, V, constant, i.e.,
growing effectively � in order to create the composites.
Once the composites appear, the only nonzero probabilities
are �i� �gn=1,m=0

�i� �2 to have one boson and zero fermion �i.e., no
composite�, or �ii� �gn=0,m=1

�i� �2 to have zero boson and one
fermion �i.e., one composite�. This proves the formation of

type IĪ composites �128�. In Fig. 8�b�, we show the probabil-
ity of having one composite �gn=0,m=1

�i� �2 �i.e., one fermion and
zero boson� at each lattice site for �=0.5, which corresponds
to repulsive interactions between composites Keff=deff=1.6
�10−3. Due to the important value of the composite tunnel-
ing deff, the ground state is delocalized and corresponds to a
�nonideal� Fermi liquid.

Increasing further the fermion-boson interaction param-
eter, �, the system reaches the point where the interactions
between composites are negligible corresponding to the re-
gion of an ideal Fermi gas phase ��1�. Figure 8�c� dis-
plays the probability of having a composite in each lattice
site in the case where the interactions between composites
exactly vanish, i.e., �=1. Increasing again the interaction
parameter �, one reaches for ��1 the region where the
interactions between composites are attractive �Keff	0�. In
this region, composite fermionic insulator domains are pre-
dicted. Due to the attractive interactions, the probability of
having composite fermions in the center of the trap increases
reaching nearly one for high enough effective attractive in-
teractions as shown in Fig. 8�d�.

It is also worth noticing that the energies involving the
composites are at least three orders of magnitude smaller
than the corresponding energies for bosons and fermions
�deff ,Keff�J ,U ,V�. As a consequence, the effect of inhomo-
geneities is much larger for composites than it is for bare
bosons and fermions. This is exemplified in Fig. 8. For no
interaction between bosons and fermions ��=0�, the bare
particles are not significantly affected by the harmonic trap
on the 10�10 lattice �see Fig. 8�a��. On the contrary, as soon

as composites IĪ are created, the harmonic trapping clearly
reflects in inhomogeneous population of the lattice sites �see
Figs. 8�b�–8�d��. Another important consequence is that large
time scales are necessary in time evolution processes in order
to fulfill the adiabaticity condition.

2. Disordered phases

We now consider disordered optical lattices for the
bosons. The on-site energy �i

b is assumed to be random with
time-dependent standard deviation ����̃i

b�2�– ���̃i
b��2=��t�

and independent from site to site. For this, we create type IĪ
composites in different regimes �this is controlled by the
value of � as shown before� and we slowly ramp up the
disorder from 0 to its final value �.

Let us first consider a Fermi gas in the absence of disor-
der �see Fig. 9�b��. Because of effective tunneling, dij, the
composite fermions are delocalized although confined near
the center of the effective harmonic potential ���f−�b�
� l�i�2�. In particular, the population of each lattice site fluc-
tuates around �mi�0.4 with ���mi− �mi��2�0.43. While
slowly increasing the amplitude of disorder, the composite

FIG. 8. Probability of having one fermion and zero boson at
each lattice site for the N=100 sites in a Fermi-Bose mixture with
Nb=60, Nf=40, Jb /V=Jf /V=0.02 and in the presence of harmonic
traps for bosons and fermions characterized by �b=10−7 and
�f=5�10−7, respectively. The interaction between fermions and
bosons is �a� �=0 �independent bosonic MI and Fermi gas�, �b�
�=0.5 �Fermi liquid�, �c� �=1 �ideal Fermi gas�, and �d� �=10
�fermionic insulator domain�.
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fermions become more and more localized in the lattice sites
to form a Fermi glass. Indeed, Fig. 9�a� shows that the fluc-
tuations in composite number are significantly reduced as the
amplitude of the disorder increases. For �=5�10−4, the
composite fermions are pinned in random sites as shown in
Fig. 9�c�. As expected, the Nf composite fermions populate
the Nf sites with minimal �̃i

b.
It should be noted that in the absence of interactions be-

tween bosons and fermions �i.e., when the composites are
not formed�, no effect of disorder is observed. This again
shows the formation of composites with typical energies sig-
nificantly smaller than those of bare particles.

We now consider the Fermi insulator domain phase �see
Fig. 10�b�� with slowly increasing disorder. In the Fermi
insulator domain �in the absence of disorder�, the composite
fermions are pinned in the central part of the confining po-
tential. In addition, there is a ring of delocalized fermions
and this gives finite fluctuations on the atom number per site
����mi− �mi��2�0.35�. As shown in Fig. 10�a�, while ramp-
ing up the amplitude of disorder, the fluctuations decrease
fast and reach ���mi− �mi��2�0.13 for ��10−4. This indi-
cates that the composite fermions are pinned in different lat-
tice sites. This is confirmed in Fig. 10�c� where we plot the
population of the composites fermions in each lattice site for
�=5�10−4. Contrary to what happens for the transition
from Fermi gas to Fermi glass, the composites mostly popu-
late the central part of the confining potential. The reason for

that is twofold. First, with our parameters, the attractive in-
teraction between composites is of the order of K−1.4
�10−3 and can compete with disorder �=3�10−4. This ex-
plains the central insulator domain. Second, because tunnel-
ing is small �d8�10−5� and because disorder breaks the
symmetry of lattice sites in the ring around the domain, the
atoms in this region get pinned. The populated sites match
the lowest �̃i

b.

V. SPIN GLASSES

In this section we discuss in more detail the possible re-
alization of the Edwards-Anderson spin glass Fermi-Bose
mixtures as discussed in Sec. III C. Strictly speaking, since
the system is quantum it allows for realization of fermionic
spin glass �129�. The main goal of such an investigation is to
study the nature of the spin glass ordering and to compare
the predictions of the Mézard-Parisi and “droplet” pictures.

Although we work along the lines of the original papers
�6�, it is necessary to reformulate the standard Mézard-Parisi
mean field description of our system. The main difference
appears because the Ising spins are coded as presence or
absence of a composite at a given site. This leads to a fixed
magnetization due to the fixed number of particles in the
system. For this we repeat very shortly the Sherrington-
Kirkpatrick calculations �108� here, adapted to our case.

FIG. 9. Dynamical crossover from the Fermi gas to the Fermi
glass phases. The parameters are the same as in Fig. 8�c�. �a� Vari-
ance of the number of fermions per lattice site as a function of the
amplitude of the disorder �. �b� Probability of having one compos-
ite �one fermion and zero boson� at each lattice site for the N sites
in the absence of disorder and �c� after ramping up adiabatically
diagonal disorder with amplitude �=5�10−4.

FIG. 10. Dynamical crossover from the fermionic domain insu-
lator to a disordered insulating phase. The parameters correspond to
Fig. 8�d�. �a� Variance of the number of fermions per lattice site as
a function of the amplitude of the disorder. �b� Probability of having
one composite �one fermion and zero boson� in each lattice site in
the absence of disorder and �c� after ramping up adiabatically the
disorder with amplitude �=3�10−4.
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A. Edwards-Anderson model for composite fermions

The spin glass limit obtained in Sec. III C with large
disorder derives of the composite fermionic model �7� with
vanishing hopping due to strong site-to-site energy fluctua-
tions and NN interactions, Kij. By appropriate choice of
�ij

b , Kij fluctuate around mean zero with random positive and
negative values �see Fig. 2�b��. Replacing the composite
number operators with a classical Ising spin variable
siª2Mi−1= ±1, one ends up with the Hamiltonian:

HE−A =
1

4�
�ij�

Kijsisj +
1

2�
i

�̄isi. �26�

It describes an �fermionic� Ising spin glass �129�, which dif-
fers from the Edwards-Anderson model �6,130� in that it has
an additional random magnetic field �̄i and, moreover, has to
satisfy the constraint of fixed magnetization value,
m=2Nf /N−1, as the number of fermions in the underlying
FBH model is conserved. It, however, shares the basic char-
acteristics with the Edwards-Anderson model as being a spin
Hamiltonian with random spin exchange terms Kij. In par-
ticular, this provides bond frustration, which in this model is
essential for the appearance of a spin glassy phase. The ex-
perimental study of this limit thus could present a way to
address various open questions of spin glass physics con-
cerning the nature and the ordering of its ground and possi-
bly metastable states �the Mézard-Parisi picture �6� versus
the “droplet” picture �7,107��, broken symmetry, and dynam-
ics in classical �in the absence of hopping� and quantum
�with small, but nevertheless present hopping� spin glasses
�8,131�.

For sufficiently large systems, Eq. �26� is well approxi-
mated by assuming Kij and �̄i to be independent random
variables with Gaussian distribution, with mean 0 and H,
respectively, and variances K /�N and h, respectively �132�.
This approximation will be used in the following calcula-
tions.

Before employing the mean field approach for Edwards-
Anderson-like models in Sec. V E for the Hamiltonian �26�,
a very basic outline of the different phases of the short-range
Ising models with bond frustration is given and the two com-
peting physical pictures for the spin glass phase are briefly
summarized in this section.

The experimental observations have led to the identifica-
tion of three equilibrium phases, which are characterized by
two order parameters �for zero external magnetic field�:
Mª �si�T is the magnetization, i.e., the order parameter for
magnetic ordering, and QEAª �si�T

2 is the Edwards-Anderson
order parameter for spin glass ordering. Here, �·�T denotes

the Gibbs ensemble average and ·̄ the disorder average. The
three phases are �i� an unordered paramagnetic phase, with
M =0 and QEA=0; �ii� an ordered spin glass phase with
M =0 and QEA�0 that is separated from the paramagnetic
phase by a second order phase transition �133�; and �iii� de-
pendent on the mean value of Kij, an ordered ferromagnetic
phase with M �0 and QEA=0. It should be pointed out that
there are additional questions—different from, but of course
connected to the ones discussed in the following—about the

nature of the equilibrium spin glass state that stem from the
intrinsic problems that are associated in this system with
separating equilibrium from nonequilibrium effects such as
metastability, hysteresis, and others �see �134� and references
therein�.

B. Mézard-Parisi picture

The Mézard-Parisi �MP� picture is fundamentally guided
by the results of the mean-field theory. On the level of sta-
tistical physics, the Gibbs equilibrium distribution of the spin
system in the MP picture at temperature T and for a particu-
lar disorder configuration K can be written as a unique con-
vex combination of infinitely many pure equilibrium state
distributions �7,135�,

�T,K = �
�

wT,K
� �T,K

� , with �
�

wT,K
� = 1, �27�

where the overlap between two pure states is defined as

Q�� � �−1�
i

�si�T,K
� �si�T,K

� , �28�

where � denotes the size of the system. The mean-field ver-
sion of Q�� emerges naturally from the calculation in the
next section and motivates definition �28�.

In the MP picture, the spin glass transition is interpreted
akin to the transition from an Ising paramagnet to a ferro-
magnet. There, the Gibbs distribution is written as a sum of
only two pure states, corresponding to the two possible fully
spin-polarized ferromagnetic ground states. As the tempera-
ture of the system decreases, the Z2 symmetry of the system
is broken, and a phase transition to a ferromagnetic phase
occurs, whose equilibrium properties are not described by
the Gibbs state, but by the relevant pure state distribution
alone �6�. Analogously, the spin glass transition is character-
ized by the breaking of the infinite index symmetry, called
replica symmetry breaking in the mean-field case, by which
one pure state distribution �T,K

� is chosen and alone describes
the low-temperature properties of the system �6�. However,
unlike the Ising ferromagnet, the pure states of the spin glass
are not related to each other by a symmetry of the Hamil-
tonian, but rather by an accidental, infinite degeneracy of the
ground state caused by the randomness of the bonds and the
frustration effects. This picture can be interpreted as the sys-
tem getting frozen into one particular state out of infinitely
many different ground or metastable states of the system.
These states are all taken to be separated by free energy
barriers, whose height either diverges with the system size or
it is finite but still so large that the decay into a “true” ground
state does not occur on observable time scales. Thus fluctua-
tions around one of these ground states can only sample
excited states within one particular free energy valley. Con-
sequently, QEA in the spin glass phase must be redefined as
QEAªQ��, the self-overlap of the state, whereas it remains
unchanged for the paramagnetic phase.

C. de Almeida-Thouless plane

Based on the results of mean-field theory, one of the pre-
dictions of the MP picture concerns the order of the infinitely
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many spin glass ground states, which is ultrametric �6,136�,
as can be seen from the joint probability distribution of three
different ground state overlaps, PK�Q12,Q13,Q23�. Upon
choosing independently three pure states 1, 2, and 3 from
the decomposition �27�, one should find that with probability
1 /4, Q12=Q13=Q23 and with probability 3 /4 two of the
overlaps are equal and smaller than the third. Ultrametricity
then follows from the canonical distance function
D��=QEA−Q��. The mean-field theory, both with and with-
out a magnetic field, predicts the existence of a plane in the
space of the Hamiltonian parameters, called the de Almeida-
Thouless �dAT� plane �137�, below which the naive ansatz
for the spin glass phase becomes invalid and the system is
characterized by the transition to this ultrametrically ordered
infinite manifold of ground states. It should be pointed out
that the clear occurrence of such a dAT plane in the finite
range Edwards-Anderson model would be an important indi-
cator for the validity of the MP picture in these systems. As
we discuss in Sec. V D, this conclusion has to be drawn with
great care.

D. “Droplet” model

The very applicability of the MP model for finite-range
systems is, however, still unproven. It is both challenged by
a rival theory, the so-called droplet model �107�, as well as
by mathematical analysis �cf. �7� and references therein� that
questions the validity of transferring a picture developed for
the infinite-range mean-field case to the short-range model.
Being a phenomenological theory based on scaling argu-
ments and numerical results, the droplet model describes the
ordered spin glass phase below the transition as one of just
two possible pure states, connected by spin-flip symmetry,
analogous to the ferromagnet mentioned above. Conse-
quently there can be no infinite hierarchy of any kind, and
thereby no ultrametricity. Excitations over the ground state
are regions with a fractal boundary—the droplets—in which
the spins are in the configuration of the opposite ground-
state. The free energy of droplets of diameter L is taken to
scale as �L�, with �	0 at and below the critical dimension,
which is generally taken to be two. So three is the only
physical dimension where the spin glass transition is stable
with nonzero transition temperature, with ��0.2 in this case.
The free energy barriers for the creation and annihilation of a
droplet scales in 3D as �L�, with ����2.

Although there can be no dAT plane in the strict sense in
the droplet-model, for an external magnetic field the system
can be kept from equilibration on experimental time scales
for parameters below a line that scales just like the dAT line.
This phenomenon might mimic the effects of the replica
symmetry breaking in the MP picture �see �107� for further
details�.

E. Replica-symmetric solution for fixed magnetization

This section serves to show that the mean-field version of
the effective Hamiltonian �26� with random magnetic field
and magnetization constraint exhibits replica symmetry
breaking just as for the pure Edwards-Anderson model, and
would therefore be a candidate to examine the validity of the

MP or droplet picture in a realistic short-ranged spin glass
model. Following Sherrington and Kirkpatrick �SK� �6�, the
mean-field model is given by

HSK =
1

4 �
�i,j�

Kijsisj +
1

2�
i

�̄isi, �29�

where the round brackets �·,·� are generally used to denote
sums over all pairs of different indices. This model differs
from Eq. �26� by the long-range spin exchange. As the mean
of �̄i, H is generally nonzero this model will not exhibit a
phase transition, which, however, is not a concern, as the
number of �quasi-�ground states will be the quantity of inter-
est. Following the analysis of SK, we aim at finding the free
energy, ground state overlap and magnetization constraint.
Then we will use the de Almeida and Thouless approach �6�
to show that the obtained solution is unstable in a certain
parameter region, that lies below the so-called dAT-plane of
stability. The type of instability that emerges is then well-
known to require the replica symmetry breaking solution of
Parisi �6�.

As the disorder is quenched �static on experimental time
scales�, one cannot average directly over disorder in the par-
tition function as would be done for annealed disorder, but

one must rather average the free energy density, f̄ =−� ln Z
using the “replica trick:” We form n identical copies of the
system �the replicas� and the average is calculated for an
integer n and a finite number of spins N. Then, using the
general formula ln x=limn→0�xn−1� /n, ln Z is obtained from
the analytic continuation of Zn for n→0. Finally, we take the
thermodynamic limit N→�. Explicitly, Zn is given by

Zn = �
�si

�=±1�

exp�− �HSK�si
�,n�� , �30�

where HSK�si
� ,n� is the sum of n independent and indentical

spin Hamiltonians �29�, averaged over the Gaussian disorder,
with Greek indices now numbering the n replicas.

Executing the average over the Gaussian distributions for
Kij and �̄i leads to coupling between spin-spin interactions of
different replicas. As the mean-field approach means that the
double sum over the site indices in Eq. �29� can be simplified
into a square using �si

��2=1, one finds:

fN
n = − �Nn��−1�eNn��K�2/4e−n2��K�2/2+n��h�2/2

��
�si

�=±1�

exp	N��K�2

2 �
�	�

��
i

si
�si

�

N �2

+ ��h�2 �
�	�

�
i

si
�si

� − �H�
�

�
i

si
�
 − 1� , �31�

where the prefactor e−n2��K�2/2+n��h�2n/2 becomes irrelevant in
the limit n→0 and is subsequently dropped. As in the stan-
dard procedure, the square of the operator sum �isi

�si
� is

decoupled by introducing auxiliary operators q�� via a
Hubbard-Stratonovitch �HS� transformation �6�.
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fN
n = − �Nn��−1�eNn��K�2/4�

−�

� 	 �
�	�

dq��� N

2�
�1/2

�K

� exp	−

N��K�2

2 �
�	�

q��
2 + N

�ln� �
�s�=±1�

exp�L�q�����
 − 1� , �32�

where the functional L�q��� is

L�q��� = �2 �
�	�

�K2q�� + h2�s�s� − �H�
�

s� �33�

and the configuration sum of exp�L�q���� now only goes
over the n spins s� in L�q���, the HS transformation having
made it possible to decouple the configuration sum over Nn
spins in Eq. �31� into a N-fold product of n-spin sums. As-
suming that the thermodynamic limit �N→�� can be taken
before n→0, i.e., that the usual limiting process can be in-
verted, then Eq. �32� can be evaluated by the method of
steepest descent, as the exponent is proportional to N. Ac-
cording to this method, the free energy per spin in the ther-
modynamic limit is the maximum of the q��-dependent func-
tion in the exponent:

− � f̄ = lim
n→0

max���K�2

4 �1 −
1

n
�

��,��
q��

2 �
+

1

n
ln� �

�s�=±1�

exp�L�q������ �34�

�with f̄ª limn→0fn� with the self-consistency condition:

� f̄

�q��

= 0 ⇔ q�� = �s�s��L �35�

and the magnetization:

m = −
1

�

� f̄

�H
= �s��L = 2NF/N − 1 �36�

where the average ��·��L is defined as

��·��L = lim
n→0

��s�=±1� �·�exp�L�q����

��s�=±1� exp�L�q����
. �37�

The mean-field approach has allowed a decoupling of the
spins and a reduction of the problem to a single-site model
with “Hamiltonian” L�q���. For this new problem, the over-
lap parameter emerges naturally, albeit in a self-consistent
manner. To push the calculation further some assumption for
q�� has to be made. Naively, from the requirement that the
result should be independent of the replica-indices, the most
natural choice for q is to consider all identical overlaps be-
tween the replicas, q��=q, which is the SK ansatz. Thus the
double sum over the replicas ���,��s

�s� in Eq. �33� can be
written as a square, keeping �s��2=1 in mind. Another
Hubbard-Stratonovitch transformation with auxiliary vari-

able z then decouples the square and yields an expression for
the free energy density, which has to be evaluated self-
consistently and in which the limit n→0 can be easily cal-
culated:

− � f̄ SK = lim
n→0
���K�2

4
�1 − �n − 1�q2�

+
1

n
ln� 1

�2�
�

−�

�

dz exp	−
z2

2



��exp	−
�2�K2q + h2�

2



��
s=±1

exp���K2q + h2s − �Hs��n�� �38�

⇒� f̄ SK =
��K�2

4
�1 − q�2 −

��h�2

2

+ � 1

2�
�1/2�

−�

�

dze−z2/2 ln�2 cosh�A�z��� , �39�

with A�z�ª��K2q+h2−�H. The overlap �35� and the mag-
netization constraint �36� can also be evaluated in the same
way:

q =
1

�2�
�

−�

�

dze−z2/2 tanh2�A�z�� , �40�

m =
1

�2�
�

−�

�

dze−z2/2 tanh�A�z�� = 2NF/N − 1. �41�

A well-known problem with the SK ansatz for q�� is that it
yields negative entropy for low temperatures and thus be-
comes unphysical. This is due to a fundamental technical
problem with the replica trick: For the method of steepest
descent to be valid, the SK solution must be a maximum of
the exponent in Eq. �32� and must stay a maximum as the
replica limit n→0 is taken. But there is no unique way of
choosing the zero-dimensional limit of the matrix q��. The
SK solution just corresponds to one possible choice for this
limit. Thus the question arises whether the SK solution for
the free energy is still a good, i.e., maximal choice in the
replica limit.

To answer this question, one proceeds analogous to the de
Almeida and Thouless procedure �137� to analyze the fluc-
tuations around the SK solution, while taking the magnetiza-
tion constraint into account �see Appendix B for details�.
Developing Eqs. �34� and �36� to second and first order, re-
spectively, around q��=q one finds that in the replica limit

n→0 there is an eigenvalue �2 of the matrix �2 f̄ /�q���q��

that can have both negative values and respects the con-
straint, yielding the condition

DISORDERED ULTRACOLD ATOMIC GASES IN… PHYSICAL REVIEW A 72, 063616 �2005�

063616-17



�2 =
1

��K�2 −
1

�2�
�

−�

�

dze−z2/2sech4�A�z�� � 0, �42�

which is violated for low enough T /K, H /K, and h /K. The
plane in parameter space below which this happens is the
so-called dAT surface. This instability is rectified by a much
more involved ansatz for q�� that breaks the symmetry of the
replicas and leads to the phenomena described in Sec. V A.

VI. EXPERIMENTAL INSIGHTS

Experimental creation and detection of the phenomena
discussed in this paper poses a major problem and deserves a
lot of creative thinking and separate publications. In this sec-
tion we will just sketch what in our opinion are the most
obvious ways of addressing these problems. In this section
we do not address the questions concerning experimental
realization of ultracold FB mixtures and composite
fermions—these questions are discussed in Ref. �53�.

The first question thus to be addressed is what are the best
ways to create quenched disorder in a controlled way. Roth
and Burnett �22� and the authors �21� have suggested that the
use of pseudorandom disorder induced by noncommensurate
optical lattices should work as well as the use of the genuine
random lattices. Indeed the latter can be only �so far�
achieved using speckle radiation, i.e., disorder correlation
length of order of a few microns. If we work with systems of
size of mm’s, such disorder would definitely be enough to
induce localization in 1D or 2D. Unfortunately, the size of
the systems in question is typically of the order of hundred of
microns, and that is one of the reasons why it is difficult to
observe Anderson localization with BECs �27,28�.

The analysis performed by us in this context implies
clearly that it will be much easier to achieve the desired
properties of the disorder using pseudodisordered, i.e., over-
lapped incommensurable optical lattices �29�. One should
also stress the equally promising look to the proposals for-
mulated recently to use the optical tweezers techniques �38�
and a random distribution of impurity atoms pinned in dif-
ferent lattice sites �33�.

Another variety of problems is related to the detection of
the quantum phases discussed in this paper. Below we list
basic methods that have been already successfully applied to
ultracold atomic gases in optical lattices.

�1� Imaging of the atomic cloud after ballistic expansion.
This �perhaps the most standard method� has been used in
Ref. �20� to distinguish the bosonic SF phase from the MI
phase. It allows for measurement of the quasimomentum dis-
tribution of atoms obtained after initial expansion caused by
interactions �138�, i.e., it detects first order coherence �inter-
ference pattern�, present, for instance, in the SF phase.

�2� Monitoring the density profile. Using phase contrast
imaging �139� it is possible to perform a direct and nonde-
structive observation of the spatial distribution of the con-
densate in situ. This kind of measurement allows the direct
observation of superfluidity �140� and can be therefore ap-
plied to characterize the fluid and superfluid phases.

�3� Tilting or acceleration of the lattice. This method was
used in Ref. �141� to detect the gap in the MI phase. It

allows, in principle, to distinguish gapless from gapped
phases, provided the continuum of low energy states can be
achieved via tilting. Fluidity, superfluidity, and in general
extended, nonlocalized excitations should allow one to detect
Bloch oscillations �142�.

�4� Absorption of energy via modulation of the lattice.
This method was also designed to detect the gap in the MI
phase �124�. Similarly as tilting, it provides a way of probing
excitations in the systems.

�5� Bragg spectroscopy. This method, one of the first pro-
posed �143�, is also a way of probing a certain kind of exci-
tations in the system �144�.

�6� Cooper pair spectroscopy. This method is particularly
useful to detect Fermi superfluids �145�. Its theoretical as-
pects are discussed in Ref. �146�, while for experiments see
Ref. �147�.

�7� Trap shaking and nonlinear dynamics. Yet another
way to probe excitations could correspond to analysis of the
response of the system upon sudden shaking of the trap �32�.

�8� Observations of vortices, solitons, etc. This method
provides a direct way to detect superfluidity �for vortices in
Bose superfluid see, for instance, Ref. �148�, for vortices in
Fermi superfluid see �149��.

�9� Spatial quantum noise interferometry. The last, but not
the least method discussed here allows for practically direct
measurement of the density-density correlation and second
order coherence. It has been proposed in Ref. �150� �see also
�151��, and used with great success to detect the bosonic
Mott insulator �152� and the Fermi superfluid �153�. It has
capabilities of detecting and measuring relevant properties of
various phases and structures ranging from supersolids,
charge-density wave phases, and even Luttinger liquids in
1D. In the Fourier frequency and momentum domain it cor-
responds to measurements of the dynamic structure factor
�for a discussion in the context of cold gases see Ref. �154��.

There are of course more methods than the ones discussed
above, but combined applications of those discussed should
allow for clear detection and characterization of the quantum
phases discussed in this paper.

Let us start this discussion with ideal Fermi gas, Fermi
liquid, and metallic phases between Fermi glass and glassy
Mott insulator. All of them are fluids, i.e., will respond con-
sequently to perturbations. They are gapless and differ in this
sense from the Fermi superfluids. All of them should lead to
a nontrivial Fermi surface imaging in ballistic expansion.
The difference between ideal and interacting phases is here
rather quantitative, and as such can be measured. Quantities
such as the effective mass can be recovered from the mea-
surements. Influence of disorder on these phases will be seen
as a gradual decrease of their “conducting” properties. A
similar scenario is expected to take place with “dirty” super-
fluids; here measurements of the gap �using any of the exci-
tation probing methods� should reveal a rapid gap decrease
with the increasing disorder.

Disordered and glassy phases, such as Femi glass or
glassy Mott insulator, are more difficult to detect. Obviously
they will tend to give blurred images in the measurement of
the first order coherence. Spatial noise interferometry should
reveal some information about the glassy Mott insulator, es-
pecially in the region of parameters where it will incorporate
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domains of checkerboard phase. Although the glassy phases
are gapless, the states forming the spectral quasicontinuum at
low energies may be very difficult to achieve in simple ex-
citation measurements, since they may lie far away one from
another in the phase space. Probing of one of such states
would thus allow one to study excitations accesible locally in
the phase, which most presumably will be gapped. The char-
acter of excitations, and in particular their spectrum should,
however, be a very sensitive function of how one excites
them, and how one detects them �compare �32��. On the
other hand, the domain insulator phase should be visible by
the “naked eye,” and independent of detection of bosons and
composites. Also, the noise interferometry should reveal in-
formation about the presence of the lattice, similarly as in the
standard Mott insulator phase �152�.

Finally, a separate problem concerns detection of the fer-
mionic spin glass phase and its properties, as well as distinc-
tion between the possible adequacy of the Parisi versus drop-
let model. Repeated preparation of the system in the lattice
with the same disorder �or even direct comparison and mea-
surement of overlap of replicas �155�� will shed some light
on the latter problem. In many other aspects, response of the
spin glass to excitations will be similar to that of Fermi
glasses and glassy Mott insulator.

VII. CONCLUSIONS

Summarizing, we have studied atomic Fermi-Bose mix-
tures in optical lattices in the strong interacting limit, and in
the presence of an inhomogeneous, or random on-site poten-
tial. We have derived the effective Hamiltonian describing
the low temperature physics of the system, and shown that an
inhomogeneous potential may be efficiently used to control
the nature and strength of �boson mediated� interactions in
the system. Using a random potential, one is able to control
the system in such a way that its physics corresponds to a
wide variety of quantum disordered systems. It is worth
mentioning that the physics discussed in this paper is very
much analogous to the one of Bose-Bose mixtures in the
limit of hard core bosons �when both species exhibit strong
intraspecies repulsion�.

We end this section with a general comment on quantum
complex systems. In our opinion quantum degenerate gases
offer an absolutely unique possibility to study various mod-
els of physics of disorder systems, such as Bose and Fermi
glasses, quantum percolating systems, “dirty” superfluids,
domain and Mott insulators, quantum spin glasses, systems
exhibiting localization-delocalization phenomena, etc. The
summary of predictions of this paper is schematically shown
in the following list of quantum phases, obtained for the case
of only one type of sites, and �i

f=0, or �i
f=�i

b:
�1� composites I—Fermi liquid, Fermi glass, quantum

bond percolation;
�2� composites II—ideal Fermi gas, Fermi glass, Fermi

liquid, Mott insulator, fermionic spin glass; and

�3� composites IĪ—domain insulator, “dirty” superfluid,
Fermi glass, metallic phase, Mott insulator, fermionic spin
glass.
Additionally, for the case of lattices with different types of

sites, physics of quantum site percolation will become rel-
evant. Complex systems such as quantum cellular automata
or neural networks can also be realized in this way. In fact,
we and other authors have several times already stressed the
fascinating possibility of using the ultracold lattice gases as
quantum simulators of complex systems. But, the proposed
systems go beyond just repeating what is known from the
other kinds of physics; they allow one to create novel quan-
tum phases and novel quantum behaviors.
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APPENDIX A: EFFECTIVE HAMILTONIAN TO SECOND
ORDER

The Hamiltonian of our two-species system described in
Sec. III B splits into two components: H0 and Hint. The
Hamiltonian H0 has known eigenstates that are grouped in
blocks �or manifolds� of states close in energy while the
differences between states from two different blocks are
much larger than the intrablock spacing. In the case of Sec.
III B, this corresponds to the manifold of near-ground states,
separated in energy by terms of order �ij

b,f, which is separated
from other blocks of higher excited states �two or more
bosons in one site� by terms of the order V. Generally, the
projector on each block space is denoted by P� where � is
the block index, and the ith state in any block is denoted by
�� , i�. Note that P�H0P�=0 holds for ���.

The second component is a Hamiltonian, Hint, that
couples to H0 via a factor J, where J is considered to be
small, to form the complete Hamiltonian of the system,
H=H0+JHint. The interaction Hamiltonian is now considered
to introduce couplings between block � and �, i.e.,
P�HintP��0 for ���.

Following the technique detailed, e.g., in �114�, we con-
struct an effective Hamiltonian, Hef f, from H such that it
describes the slow, low-energy perturbation-induced tunnel-
ing strictly within each manifold of unperturbed block states,
i.e., P�Hef fP�=0 for ���, and has the same eigenvalues as
H. Tunneling between different blocks is thus neglected, as
this corresponds to fast, high-frequency processes which we
neglect here. Technically, the requirements for Hef f are

�1� Hef f is Hermitian, with the same eigenvalues and the
same degeneracies as H. To achieve this, one defines
TªeiS, with S Hermitian, S=S†, and chosen such that:

Hef f = THT†. �A1�
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�2� Hef f does not couple states from different manifolds:

P�Hef fP� = 0, � � � . �A2�

�3� As the first two conditions still allow for an infinite
number of unitary transformations �all UT are still possible,
U being any unitary transformation acting only within the
manifolds�, the following additional condition is imposed:

P�SP� = 0 for any � . �A3�

Expanding the first condition using the Baker-Hausdorff for-
mula, one obtains:

Hef f = H + �iS,H� +
1

2!
�iS,�iS,H��

+
1

3!
�iS,�iS,�iS,H��� + ¯ . �A4�

Making a power-series ansatz in S,

S = JS1 + J2S2 + J3S3 + ¯ , �A5�

and employing H=H0+JHint one obtains from Eq. �A4� to
second order

�A6�

This is a power series for Hef f, with its moments denoted by
Hef f

1 , Hef f
2 , . . ., where Hef f

n generally depends on all Sj with
1� j�n. This allows for a systematic evaluation of the ma-
trix elements �� , i�iSj�� , j�, and consequently delivers matrix
expressions for the Hef f

j and Hef f.
To start with this, one considers the expansions �A6� and

�A5� up to first order, i.e., Hef f =H0+JHef f
1 and S=JS1. Using

the second and third conditions, as well as P�H0P�=0 and
the expression for Hef f

1 in Eq. �A6�, one finds:

��,i�iS1��, j��E�j − E�i� + ��,i�Hint��, j� = 0 �A7�

⇒��,i�iS1��, j� = � ��,i�Hint��, j�
E�i − E�j

, � � �

0, � = � .
� �A8�

Thus the effective Hamiltonian within the � manifold de-
pends only on the interaction term and not on S1, i.e.,
�� , i�Hef f

1 �� , j�= �� , i�Hint�� , j�. A general result for any n is
that �� , i�Hef f

n �� , j� is independent of Sn, based on the third
condition, and on the observation that Sn enters the expres-
sion for Hef f

n only in the commutator with H0, which is diag-
onal in the manifold index.

Thus when continuing to second order, the term �iS2 ,H0�
in the expression for Hef f

2 can be dropped. Of the two remain-
ing terms defining Hef f

2 in Eq. �A6�, the second one can be
simplified by observing that according to Eq. �A7� the opera-
tor �iS1 ,H0� is purely nondiagonal in the manifold index,
with values opposite to those of the nondiagonal part of the

interaction Hamiltonian. Thus 1
2 �iS1 , �iS1 ,H0��=− 1

2 �iS1 ,Hint
nd�.

Now inserting the identity between the operators in the still
untreated second term in Hef f

2 , �iS1 ,Hint�, one sees that due to
S1 being nondiagonal in �, again only the nondiagonal part
of Hint can contribute: �iS1 ,Hint�= �iS1 ,Hint

nd�. Therefore one
has

�A9�

Collecting all terms relevant for �� , i�Hef f�� , j� to second or-
der in J, and introducing the notation Q�iª�k,������ ,k�
��� ,k� / �E�k−E�i��, one finds

��,i�Hef f��, j� = E�i�ij + J��,i�Hint��, j�

−
J2

2
���,i�Hint�Q�i + Q�j�Hint��, j�� ,

�A10�

where the identity operator has been inserted in the final
expression for Hef f

2 in formula �A9�, and then evaluated using
formula �A8�, which naturally leads one to define the opera-
tor Q�i as above. Note that this construction can be general-
ized to arbitrary orders in J in a straightforward manner, as
detailed in �114�.

APPENDIX B: STABILITY OF THE SK SOLUTION

The Taylor expansion of Eq. �34� around q��=q yields the

correction − 1
2� f̄ to the free energy, with

�B1�

where �·,·� denotes a sum over all distinct index pairs irre-
spective of the order, the index SK denotes evaluation at
q��=q, and, analogous to Eqs. �40� and �41�,
��s�s�s�s��L�SK= �1/2��1/2�−�

� dze−z2/2 tanh4 �A�z��.
If the SK solution really corresponds to a maximum, this

symmetric quadratic form must be positive definite. To check
this, one calculates the eigenvalues of the
1
2n�n−1�-dimensional matrix G�������� in terms of its three
distinct matrix elements:

P � G�������� = 1 − ���K�2�1 − �s�s��L
2��SK,

Q � G�������� = − ��K�2���s�s��L − �s�s��L
2��SK,

R � G�������� = − ��K�2���s�s�s�s��L − �s�s��L
2��SK.

As becomes apparent from this, there are just three distinct
classes of transformations that leave G�������� invariant: those
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that permute no index acting on the P’s; those that permute a
single index acting on the Q’s; and those that permute two
indices acting on the R’s. Thus there are only three eigens-
paces to distinct eigenvalues and the linearly independent
eigenvectors within each of these eigenspaces can naturally
be chosen by considering a group of vectors that is invariant
under the corresponding permutation transformation.

1. No index permutation

The ansatz for the eigenvalue is trivially given by

�q�� = c, for all ���� , �B2�

which is nondegenerate. With this ansatz, the eigenvalue
equation is

	P + 2�n − 2�Q +
1

2
�n − 2��n − 3�R − �1
c = 0 �B3�

from which �1 can immediately be read off.

2. Permutation of a single index

Again, the ansatz for the eigenvectors is naturally given
by

�q�� = c for � or � = �, �q�� = d for �,� � � .

�B4�

The ansatz still contains the previous case, as the require-
ment of the eigenvectors �B2� and �B4� being orthogonal still
has to be fulfilled. This yields c= �1−n /2�d and a degeneracy
of n−1 for the eigenvalue. The eigenvalue equation then
becomes

�P + �n − 4�Q + �n − 3�R − �1��d = 0 �B5�

from which �1� is again immediately obvious.

3. Permutation of both indices

The ansatz is

�q�� = c, �q�� = �q�� = d for � � �,� ,

�q�� = e for �,� � �,� . �B6�

Orthogonality to the previous eigenspaces requires
c= �2−n�, d= �3−n� /2, and results in the final eigenvalue
equation:

�P − 2Q + R − �2�e = 0 �B7�

with �2 having degeneracy 1
2n�n−3�.

Taking the naive replica limit again the first two eigenval-
ues coincide:

lim
n→0

�1 = lim
n→0

�1� = P − 4Q − 3R . �B8�

As de Almeida and Thouless report �137�, a region in
parameter-space where this limiting value took a negative

value could not be found. Thus, calculating �2 explicitly, the
relevant stability condition reads

�2 =
1

��K�2 −
1

�2�
�

−�

�

dze−z2/2 sech4�A�z�� � 0. �B9�

Solving the coupled equations �39�–�41� for �2=0 yields the
dAT plane �cf. Fig. 11�. Above it, the SK solution is still
valid, and below it �2 takes negative value and the SK solu-
tion breaks down.

This can of course only happen if eigenvectors to �2 are
compatible with the magnetization constraint �36�. To see
this, one has to check that small fluctuations around q��=q
do not lead to a deviation from the value for m, i.e., that

�m = �
��,��

� ��s��L

�q��
�

SK
�q�� = 0 �B10�

holds, with

� ��s��L

�q��
�

SK

= ����K��2�s��L − �s�s��L�s��L��SK, � or � = �

���K��2�s�s�s��L − �s�s��L�s��L��SK, �,� � �
� .

�B11�

Inserting any eigenvector of �2 into Eq. �B10� will, however,
yield the desired result. As is clearly seen from Eq. �B11�
��s��L /�q�� evaluated at q��=q is an eigenvector to �1�, and
thus �m=0 is fulfilled.

The magnetization constraint is thereby compatible with
the instability �2	0, and replica-symmetry breaking is ex-
pected to occur. From the calculations it has become clear
that the presence of the random magnetic field would not
change the occurrence of replica symmetry breaking, and all
properties like infinitely degenerate ground-states and ultra-
metricity would be expected to occur in this model as well,
provided the Mézard-Parisi approach can be applied to the
finite range spin glass at all.

FIG. 11. Almeida-Thouless plane in the reduced variables kT /K,
h /K, and H /K. The constraint on the magnetization �41� has been
effectively neglected for this, as it is a parameter in the experiment
as well.
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rigorously that the system has spontaneous magnetization at temperature T=0, and we present strong evidence
that this is also the case for small T�0. We discuss generalizations of this mechanism to various classical and
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RFIO with ultracold atomic systems.
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I. INTRODUCTION

A. Disordered ultracold quantum gases

Studies of disordered systems constitute a new, rapidly
developing, branch of the physics of ultracold gases. In
condensed-matter physics �CM�, the role of quenched �i.e.,
independent of time� disorder cannot be overestimated: it is
present in nearly all CM systems, and leads to numerous
phenomena that dramatically change both qualitative and
quantitave behaviors of these systems. This leads, for
instance, to novel thermodynamical and quantum phases,1,2

and to strong phenomena, such as Anderson localization.3–6

In general, disorder can hardly be controlled in CM systems.
In contrast, it has been proposed recently, that quenched dis-
order �or pseudodisorder� can be introduced in a controlled
way in ultracold atomic systems, using optical potentials
generated by speckle radiations,7–9 impurity atoms serving as
random scatterers,10 or quasicrystalline lattices.11 This opens
fantastic possibilities to investigate the effect of disorder in
controlled systems �for a review in the context of cold gases,
see Ref. 12�. Recently, several groups have initiated the ex-
perimental study of disorder with Bose-Einstein condensates
�BEC�,13–15 and strongly correlated Bose gases.16 In the cen-
ter of interest of these works is one of the most fundamental
issues of disordered systems that concerns the interplay be-
tween Anderson localization and interactions in many-body
Fermi or Bose systems at low temperatures. In noninteract-
ing atomic systems, localization is feasible experimentally,17

but even weak interactions can drastically change the sce-
nario. While weak repulsive interactions tend to delocalize,
strong ones in confined geometries lead to Wigner-Mott-type
localization.18 Both experiments and theory indicate that in
gaseous systems with large interactions, stronger localization
effects occur in the excitations of a BEC,14,19–21 rather than
on the BEC wave function itself. In the limit of weak inter-
actions, a Bose gase enters a Lifshits glass phase, in which
several BECs in various localized single-atom orbitals from

the low-energy tail of the spectrum coexist22 �for “traces” of
the Lifshits glass in the mean-field theory, see Ref. 15�. Fi-
nally, note that disorder in Fermi gases, or in Femi-Bose
atomic mixtures, should allow one to realize various fermi-
onic disordered phases, such as a Fermi glass, a Mott-Wigner
glass, “dirty” superconductors, etc.12�, or even quantum spin
glasses.23

B. Large effects by small disorder

One of the most appealing effects of disorder is that even
extremely small randomness can have dramatic conse-
quences. The paradigm example in classical physics is the
Ising model for which an arbitrarily small random magnetic
field destroys magnetization even at temperature T=0 in
two-dimensions, 2D �Refs. 24 and 25�, but not in D�2.26

This result has been generalized to systems with continuous
symmetry in random fields distributed in accordance with
this symmetry.24,25 For instance, the Heisenberg model in a
SO�3� symmetrically distributed field does not magnetize up
to four dimensions �4D�.

In quantum physics, the paradigm example of large ef-
fects induced by small disorder is provided by the above-
mentioned Anderson localization, which occurs in one di-
mension and two dimensions in arbitrarily small random
potentials.5 In this paper, we propose an even more intrigu-
ing opposite effect, where disorder counterintuitively favors
ordering: a general mechanism of random-field-induced or-
der �RFIO� by which certain spin models magnetize at a
higher temperature in the presence of arbitrarily small disor-
der than in its absence, provided that the disorder breaks the
continuous symmetry of the system.

C. Main results and plan of the paper

As is well known, as a consequence of the Mermin-
Wagner-Hohenberg theorem,27 spin- or field-theoretic
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systems with continuous symmetry in dimensions less or
equal to 2D cannot exhibit long-range order. The mechanism
that we propose here breaks the continuous symmetry, and in
this sense acts against the Mermin-Wagner-Hohenberg no-go
rule in 2D. In particular, we prove rigorously that the classi-
cal XY spin model on a 2D lattice in a uniaxial random field
magnetizes spontaneously at T=0 in the direction perpen-
dicular to the magnetic-field axis, and provide strong evi-
dence that this is also the case at small positive temperatures.
We discuss generalizations of this mechanism to classical
and quantum XY and Heisenberg models in 2D and 3D.
In 3D, the considered systems do exhibit long-range order
at finite T�0, but in this case the critical temperature de-
creases with the “size” of the symmetry group: it is the larg-
est for the Ising model �the discrete group Z2�, higher for the
XY model �the continuous group U�1��, and the highest for
the Heisenberg model �the continuous group SU�2� or
SO�3��. In this case we expect that our mechanism will lead
to an increase of the critical temperature for the XY and
Heisenberg models, and to an increase of the order-parameter
value at a fixed temperature for the disordered system in
comparison to the nondisordered one. Finally, we propose
three possible and experimentally feasible realizations of the
RFIO phenomenon using ultracold atoms in optical lattices.

The paper is organized as follows. In Sec. II, we present
the results concerning the RFIO in the classical XY model on
a 2D lattice. First, we rigorously prove that the system mag-
netizes in the direction perpendicular to the direction of the
random magnetic field at T=0, and then, we present argu-
ments that the magnetization persists in the small T�0 case,
as well as the results of numerical classical Monte Carlo
simulations. Section III is fully devoted to the discussion of
the generalizations of the RFIO mechanism to several other
classical and quantum spin systems. In Sec. IV, we discuss
several experimentally feasible realizations of RFIO in ultra-
cold atomic systems. Finally, we summarize our results in
Sec. V.

II. RFIO IN CLASSICAL XY MODEL

A. System under study

Consider a classical spin system on the 2D square lattice
Z2, in a random magnetic field h �see Fig. 1�. The spin vari-
able �i= �cos �i , sin �i�, at a site i�Z2 is a unit vector in the
xy plane. The Hamiltonian �in units of the exchange energy
J� is given by

H/J = − �
�i−j�=1

�i · � j − ��
i

hi · �i. �1�

Here the first term is the standard nearest-neighbor interac-
tion of the XY model, and the second term represents a small
random-field perturbation. The hi’s are assumed to be
independent, identically distributed random, 2D vectors.

For �=0, the model has no spontaneous magnetization m
at any positive T. This was first pointed out in Ref. 28, and
later developed into a class of results known as the Mermin-
Wagner-Hohenberg theorem27 for various classical, as well
as quantum 2D spin systems with continuous symmetry. In

higher dimensions the system does magnetize at low tem-
peratures. This follows from the spin-wave analysis,29 and
has been given a rigorous proof in Ref. 30. The impact of a
random-field term on the behavior of the model was first
addressed in Refs. 24 and 25, where it was argued that if the
distribution of the random variables hi is invariant under
rotations, there is no spontaneous magnetization at any posi-
tive T in any dimension D�4. A rigorous proof of this state-
ment was given in Ref. 25. Both works use crucially the
rotational invariance of the distribution of the random-field
variables.

Here we consider the case where hi is directed along the y
axis: hi=�iey, where ey is the unit vector in the y direction,
and �i is a random real number. Such a random field obvi-
ously breaks the continuous symmetry of the interaction and
a question arises whether the model still has no spontaneous
magnetization in two dimensions. This question has been
given contradictory answers in Refs. 31 and 32: while Ref.
31 predicts that a small random field in the y direction does
not change the behavior of the model, Ref. 32 argues that it
leads to the presence of spontaneous magnetization m in the
direction perpendicular to the random-field axis in low �but
not arbitrarily low� temperatures. Both works use
renormalization-group analysis, with Ref. 32 starting from a
version of the Imry-Ma scaling argument to prove that the
model magnetizes at zero temperature.

The same model was subsequently studied by Feldman,33

using ideas similar to the argument given in the present
paper. As we argue below, however, his argument contains an
essential gap, which is filled in the present work. We
first present a complete proof that the system indeed magne-
tizes at T=0, and argue that the ground-state magnetization
is stable under inclusion of small thermal fluctuations. For
this, we use a version of the Peierls contour argument,34

eliminating first the possibility that Bloch walls or vortex
configurations destroy the transition.

FIG. 1. �Color online� XY model on a 2D square lattice in a
random magnetic field. The magnetic field is oriented along the y
axis, hi=�iey, where �i is a real random number. Right boundary
conditions are assumed on the outer square, possibly placed at
infinity �see text�.
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B. RFIO at T=0

Let us start by a rigorous analysis of the ground state.
Consider the system in a square � with the “right” boundary
conditions, �i= �1,0�, for the sites i on the outer boundary of
� �see Fig. 1�. The energy of any spin configuration de-
creases if we replace the x components of the spins by their
absolute values and leave the y components unchanged. It
follows that in the ground-state, x components of all the
spins are nonnegative. As the size of the system increases,
we expect the x component of the ground-state spins to de-
crease, since they feel less influence of the boundary condi-
tions and the ground state value of each spin will converge.
We thus obtain a well-defined infinite-volume ground state
with the “right” boundary conditions at infinity.

We emphasize that the above convergence statement is
nontrivial and requires a proof. Physically it is, however,
quite natural. A similar statement has been rigorously proven
for ground states of the random-field Ising model using
Fortuin-Kasteleyn-Ginibre monotonicity techniques.25,35

C. Infinite volume limit

A priori this infinite-volume ground state could coincide
with the ground state of the random field Ising model, in
which all spins have zero x component. The following argu-
ment shows that this is not the case. Suppose that the spin �i
at a given site i is aligned along the y axis, i.e., cos �i=0.
Since the derivative of the energy function with respect to �i
vanishes at the minimum, we obtain

�
j:�i−j�=1

sin��i − � j� = 0. �2�

Since cos �i=0, this implies � j:�i−j�=1cos � j =0. Because in the
right ground state all spins lie in the �closed� right half-plane
x�0, all terms in the above expression are non-negative and
hence have to vanish. This means that at all the nearest
neighbors j of the site i, the ground-state spins are directed
along the y axis as well. Repeating this argument, we con-
clude that the same holds for all spins of the infinite lattice,
i.e., the ground state is the �unique� random-field Ising model
ground state. This, however, leads to a contradiction, since
assuming this, one can construct a field configuration, occur-
ring with a positive probability, which forces the ground-
state spins to have nonzero x components. To achieve this we
put strong positive ��i�0� fields on the boundary of a square
and strong negative fields on the boundary of a concentric
smaller square. If the fields are very weak in the area be-
tween the two boundaries, the spins will form a Bloch wall,
rotating gradually from �=	 /2 to �=−	 /2. Since such a
local field configuration occurs with a positive probability,
the ground state cannot have zero x components everywhere,
contrary to our assumption.

We would like to emphasize the logical structure of the
above argument, which proceeds indirectly assuming that the
ground-state spins �or, equivalently, at least one of them�
have zero x components and reach a contradiction. The ini-
tial assumption is used in an essential way to argue existence
of the Bloch wall interpolating between spins with y compo-
nents equal to +1 and −1. It is this part of the argument that

we think is missing in Ref. 33. Note that this argument ap-
plies to strong, as well as to weak random fields, so that the
ground state is never, strictly speaking, field-dominated and
always exhibits magnetization in the x direction. Moreover,
the argument does not depend on the dimension of the sys-
tem, applying, in particular, in one dimension. We argue be-
low that in dimensions greater than one the effect still holds
at small positive temperatures, the critical temperature de-
pending on the strength of the random field �and presumably
going to zero as the strength of the field increases�.

D. RFIO at low positive T

To study the system at low positive T, we need to ask
what are the typical low-energy excitations from the ground
state. For �=0, continuous symmetry allows Bloch walls,
i.e., configurations in which the spins rotate gradually over a
large region, for instance from left to right. The total excita-
tion energy of a Bloch wall in 2D is of order one, and it is the
presence of such walls that underlies the absence of continu-
ous symmetry breaking. However, for ��0, a Bloch wall
carries additional energy, coming from the change of the
direction of the y component of the spin, which is propor-
tional to the area of the wall �which is of the order L2 for a
wall of linear size L in two dimensions�, since the ground-
state spins are adapted to the field configuration, and hence
overturning them will increase the energy per site. Similarly,
vortex configurations, which are important low-energy
excitations in the nonrandom XY model, are no longer
energetically favored in the presence of a uniaxial random
field.

We are thus left, as possible excitations, with sharp do-
main walls, where the x component of the spin changes sign
rapidly. To first approximation we consider excited configu-
rations, in which spins take either their ground-state values,
or the reflections of these values in the y axis. As in the
standard Peierls argument,34 in the presence of the right
boundary conditions, such configurations can be described in
terms of contours 
 �domain walls�, separating spins with
positive and negative x components. If mi is the value of the
x component of the spin �i in the ground state with the right
boundary conditions, the energy of a domain wall is the sum
of mimj over the bonds �ij� crossing the boundary of the
contour. Since changing the signs of the x components of the
spins does not change the magnetic-field contribution to the
energy, the Peierls estimate shows that the probability of
such a contour is bounded above by exp�−2���ij�mimj�, with
�=J /kBT.

We want to show that for a typical realization of the field
h, �i.e., with probability one�, these probabilities are sum-
mable, i.e., their sum over all contours containing the origin
in their interior is finite. It then follows that at a still lower T,
this sum is small, and the Peierls argument proves that the
system magnetizes �in fact, a simple additional argument
shows that summability of the contour probabilities already
implies the existence of spontaneous m�. To show that a se-
ries of random variables is summable with probability one,
it suffices to prove the summability of the series of the
expected values. We present two arguments for the last
statement to hold.
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If the random variables mi are bounded away from zero,
i.e., mi��c, for some c�0, the moment-generating function
of the random variable ��ij�mimj satisfies

E�exp	− ��
�ij�

mimj
� � exp�− c�L�
�� , �3�

with L�
� denoting the length of the contour 
. The sum of
the probabilities of the contours enclosing the origin is thus
bounded by �
 exp�−c�L�
��. The standard Peierls-Griffiths
bound proves the desired summability.

The above argument does not apply if the distribution of
the ground state m contains zero in its support. For un-
bounded distribution of the random field this may very well
be the case, and then another argument is needed. If we
assume that the terms in the sum ��ij�mimj are independent
and identically distributed, then E�exp�−2���ij�mimj��
=E�exp�−2�mimj��L�
�=exp�L�
�log E�exp�−2�mimj�� and
we just need to observe that E�exp�−2�mimj��→0 as
�→� �since the expression under the expectation sign goes
pointwise to zero and lies between 0 and 1� to conclude that
E�exp�−2���ij�mimj�� behaves as exp�−g���L�
�� for a posi-
tive function g��� with g���→� as �→�. While mimj are
not, strictly speaking, independent, it is natural to assume
that their dependence is weak, i.e., their correlation decays
fast with the distance of the corresponding bonds �ij�. The
behavior of the moment-generating function of their sum is
then qualitatively the same, with a renormalized rate function
g���, still diverging as �→�. As before, this is enough to
carry out the Peierls-Griffiths estimate, which implies spon-
taneous magnetization in the x direction. We remark that our
assumption about the fast decay of correlations implies that
the sums of mimj over subsets of Z2 satisfy a large deviation
principle analogous to that for sums of independent random
variables and the above argument can be restated using this
fact.

E. Numerical Monte Carlo simulations

Based on the above discussion it is expected that the
RFIO effect predicted here will lead to the appearance
of magnetization m in the x direction of order 1 at low
temperatures in systems much larger than the correlation
length of typical excitations. For small systems, however,
the effect may be obscured by finite size effects, which,
due to long-range power-law decay of correlations, are par-
ticularly strong in the XY model in 2D. In particular, the
2D XY model shows finite magnetization �m� in small
systems,36 so that RFIO is expected to result in an increase of
the magnetization.

We have performed numerical Monte Carlo simulations37

for the 2D XY classical model �Hamiltonian �1�, with �=1�.
We generate a random magnetic field hi=�iey in the y direc-
tion. The �i’s are independent random real numbers, uni-
formly distributed in �−�3hy ,�3hy�. Note that hy is thus
the standard deviation of the random field hi. Boundary con-
ditions on the outer square correspond to �i= �1,0� �see Fig.
1�. The calculations were performed in 2D lattices with up to
200�200 lattice sites for various temperatures. The results
are presented in Fig. 2.

At very small temperature, the system magnetizes in the
absence of disorder �m approaches 1 when T tends to 0� due
to the finite size of the lattice.36 In this regime, a random
field in the y direction tends to induce a small local magne-
tization, parallel to hi, so that the magnetization in the x
direction, m, is slightly reduced. At higher temperatures
�T�0.7J /kB in Fig. 2�, the magnetization is significantly
smaller than one in the absence of disorder. This is due to
non-negligible spin-wave excitations. In the presence of
small disorder, these excitations are suppressed due to the
RFIO effect discussed in this paper. We indeed find that, at
T=0.7J /kB, m increases by 1.6% in presence of the uniaxial
disordered magnetic field. At larger temperatures, excita-
tions, such as Bloch walls or vortices are important and no
increase of the magnetization is found when applying a small
random field in the y direction.

III. RFIO IN OTHER SYSTEMS

The RFIO effect predicted above may be generalized
to other spin models, in particular, those that have finite
correlation length. Here we list the most spectacular
generalizations:

A. Heisenberg ferromagnet (HF) in random fields of various
symmetries

Here the interaction has the same form as in the XY case,
but spins take values on a unit sphere. As for the XY Hamil-
tonian, if the random-field distribution has the same symme-
try as the interaction part, i.e., if it is symmetric under rota-
tions in three dimensions, the model has no spontaneous
magnetization up to four dimensions.24,25 If the random field
is uniaxial, e.g., oriented along the z axis, the system still has
a continuous symmetry �rotations in the xy plane�, and thus
cannot have spontaneous magnetization in this plane. It can-
not magnetize in the z direction either, by the results of Ref.
25. Curiously enough, a field distribution with an intermedi-
ate symmetry may lead to symmetry breaking. Namely, ar-
guments fully analogous to the previous ones imply that if
the random field takes values in the yz plane with a distribu-
tion invariant under rotations, the system will magnetize in

FIG. 2. �Color online� Results of the Monte Carlo simulation for
the classical 2D XY model in a 200�200 lattice. The inset is a
magnetification of the main figure close to T=0.7J /kB.
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the x direction. We are thus faced with the possibility that
a planar-field distribution breaks the symmetry, while this
is broken neither by a field with a spherically symmetric
distribution nor by a uniaxial one.

B. Three-dimensional XY and Heisenberg models in a random
field of various symmetries

We have argued that the 2D XY model with a small
uniaxial random field orders at low T. Since in the absence of
the random field spontaneous magnetization occurs only at
T=0, this can be equivalently stated by saying that a small
uniaxial random field raises the critical temperature Tc of
the system. By analogy, one can expect that the �nonzero� Tc
of the XY model in 3D becomes higher and comparable to
that of the 3D Ising model, in the presence of a small
uniaxial field. A simple mean-field estimate suggests that Tc
might increase by a factor of 2. The analogous estimates for
the Heisenberg model in 3D suggest an increase of Tc by a
factor 3 /2 �or 3� in a small uniaxial �or planar rotationally
symmetric� field, respectively. These conjectures are the sub-
ject of a forthcoming project.

C. Antiferromagnetic systems

By flipping every second spin, the classical ferromagnetic
models are equivalent to antiferromagnetic ones �on bipartite
lattices�. This equivalence persists in the presence of a
random field with a distribution symmetric with respect
to the origin. Thus the above discussion of the impact
of random fields on continuous symmetry breaking in clas-
sical ferromagnetic models translates case by case to the
antiferromagnetic case.

D. Quantum systems

All of the effects predicted above should, in principle,
have quantum analogs. Quantum fluctuations might, how-
ever, destroy the long-range order, so each of the discussed
models should be carefully reconsidered in the quantum
case. Some models, such as the quantum spin S=1/2 Heisen-
berg model, for instance, have been widely studied in
literature.38 The Mermin-Wagner theorem27 implies that the
model has no spontaneous magnetization at positive tem-
peratures in 2D. For D�2 spin-wave analysis39–41 shows the
existence of spontaneous magnetization �though a rigorous
mathematical proof of this fact is still lacking�. In general,
one does not expect major differences between the behaviors
of the two models at T�0. It thus seems plausible that the
presence of a random field in the quantum case is going to
have effects similar to those in the classical Heisenberg
model. Similarly, one can consider the quantum Heisenberg
antiferromagnet �HAF� and expect phenomena analogous to
the classical case, despite the fact that unlike their classical
counterparts, the quantum HF and HAF systems are no
longer equivalent. We expect to observe spontaneous stag-
gered magnetization in a random uniaxial XY model, or ran-
dom planar field HF. A possibility that a random field in the
z direction can enhance the antiferromagnetic order in the xy
plane has been pointed out in Ref. 42.

IV. TOWARDS THE EXPERIMENTAL REALIZATION OF
RFIO IN ULTRACOLD ATOMIC SYSTEMS

Further understanding of the phenomena described in this
paper will benefit from experimental realizations and inves-
tigations of the above-mentioned models. Below, we discuss
the possibilities to design quantum simulators for these quan-
tum spin systems using ultracold atoms in optical lattices
�OL�.

A. Two-component lattice Bose gas

Consider a two-component Bose gas confined in an OL
with on-site inhomogeneities. The two components corre-
spond here to two internal states of the same atom. The low-
T physics is captured by the Bose-Bose Hubbard model
�BBH� �Ref. 43� �for a review of ultracold lattice gases see
Ref. 44�:

HBBH = �
j
�Ub

2
n j�n j − 1� +

UB

2
N j�N j − 1� + UbBn jN j�

+ �
j

�v jn j + VjN j� − �
�j,l�

��Jbb j
†bl + JBB j

†Bl� + H.c.�

− �
j
	� j

2
b j

†B j + H.c.
 , �4�

where b j and B j are the annihilation operators for both types
of bosons in the lattice site j, n j =b j

†b j and N j =B j
†B j are the

corresponding number operators, and �j , l� denote a pair of
adjacent sites in the OL. In Hamiltonian �4�, �i� the first term
describes on-site interactions, including interaction between
bosons of different types, with energies Ub, UB, and UbB; �ii�
the second accounts for on-site energies; �iii� the third de-
scribes quantum tunneling between adjacent sites, and �iv�
the fourth transforms one boson type into the other with a
probability amplitude ��� /�. The last term can be imple-
mented with an optical two-photon Raman process if the two
Bosonic “species” correspond to two internal states of the
same atom �see also Fig. 3�. Possibly, both on-site energies
v j, Vj, and the Raman complex amplitude � j can be made
site-dependent using speckle laser light.13–15

FIG. 3. �Color online� Atomic-level scheme of a two-component
Bose mixture in a random optical lattice used to design spin models
in random magnetic fields �see text�.
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Consider the limit of strong repulsive interactions
�0�Jb ,JB , �� j��Ub ,UB ,UBb� and a total filling factor of 1
�i.e., the total number of particles equals the number of
lattice sites�. Proceeding as in the case of Fermi-Bose mix-
tures, recently analyzed by two of the authors in Ref. 23, we
derive an effective Hamiltonian, Heff, for the Bose-Bose
mixture. In brief, we restrict the Hilbert space to a subspace
E0 generated by �� j�nj ,Nj� with nj +Nj =1 at each lattice
site, and we incorporate the tunneling terms via second-order
perturbation theory as in Ref. 23 We then end up with

Heff = − �
�j,l�

�Jj,lB j
†Bl + H.c.� + �

�j,l�
Kj,lN jNl + �

j

V jN j

− �
j
	� j

2
B j + H.c.
 , �5�

where B j =b j
†B jP, P is the projector onto E0 and N j =B j

†B j.
Hamiltonian Heff contains �i� a hopping term Jj,l, �ii� an in-
teraction term between neighbor sites Kj,l, �iii� inhomogene-
ities V j, and �iv� a creation/annihilation term. Note that the
total number of composites is not conserved except for a
vanishing �. The coupling parameters in Hamiltonian �5� are
�Ref. 45�:

Jj,l =
JbJB

UbB � 1

1 − 	 � j,l

UbB

2 +

1

1 − 	  j,l

UbB

2� , �6�

Kj,l = −
4Jb

2/Ub

1 − 	� j,l

Ub

2 +

2Jb
2/UbB

1 − 	 � j,l

UbB

2

−
4JB

2/UB

1 − 	 j,l

UB

2 +

2JB
2/UbB

1 − 	  j,l

UbB

2 , �7�

V j = Vj − v j + �
�j,l� � 4Jb

2/Ub

1 − 	� j,l

Ub

2 −

Jb
2/UbB

1 −
� j,l

UbB

−
JB

2/UbB

1 +
 j,l

UbB

+
4JB

2/UB

1 − 	 j,l

UB

2� , �8�

where � j,l=v j −vl and  j,l=Vj −Vl. Hamiltonian Heff de-
scribes the dynamics of composite particles whose annihila-
tion operator at site j is B j =b j

†B jP. In contrast to the case of
Fermi-Bose mixtures discussed in Ref. 23, where the com-
posites are fermions, in the present case of Bose-Bose mix-
tures, they are composite Schwinger bosons made of one B
boson and one b hole.

Since the commutation relations of B j and B j
† are those of

Schwinger bosons,46 we can directly turn to the spin
representation46 by defining S j

x+ iS j
y =B j and S j

z=1/2−N j,
where N j =B j

†B j. It is important to note that since Raman
processes can convert b bosons into B bosons �and con-
versely�, � j�N j� is not fixed by the total number of bosons of
each species, i.e., the z component of m, � j�S j

z� is not con-

strained. For small inhomogeneities �� j,l=v j −vl , j,l=Vj

−Vl�Ub ,Ub ,UbB�, Hamiltonian Heff is then equivalent to
the anisotropic Heisenberg XXZ model46 in a random field

Heff = − J��
�j,l�

�S j
xSl

x + S j
ySl

y� − Jz�
�j,l�

S j
zSl

z

− �
j

�hj
xS j

x + hj
yS j

y + hj
zS j

z� , �9�

where

J� =
4JbJB

UbB
, �10�

Jz = 2	2Jb
2

Ub
+

2JB
2

UB
−

Jb
2 + JB

2

UbB

 , �11�

hj
x = � j

R, hj
y = − � j

I, hj
z = V j − �Jz/2, �12�

with � the lattice coordination number, V j =Vj −v j
+��4Jb

2 /Ub+4JB
2 /UB− �Jb

2+JB
2� /UbB� and � j =� j

R+ i� j
I. In

atomic systems, all these �possibly site-dependent� terms can
be controlled almost at will.23,44,47 In particular, by employ-
ing various possible control tools one can reach the HF
�J�=Jz� and XY �Jz=0� cases.

B. Bose lattice gas embedded in a BEC

The quantum ferromagnetic XY model in a random field
may be alternatively obtained using the same BBH model,
but with strong state dependence of the optical dipole forces.
One can imagine a situation in which one component �say b�
is in the strong interaction limit, so that only one b atom at a
site is possible, whereas the other �B� component is in the
Bose condensed state and provides only a coherent BEC
“background” for the b atoms. Mathematically speaking, this
situation is described by Eq. �4�, in which ni’s can be equal
to 0 or 1 only, whereas Bi’s can be replaced by a classical
complex field �condensate wave function�. In this limit the
spin S=1/2 states can be associated with the presence or
absence of a b atom in a given site. In this way, setting
v j =0 and � j

I =0, one obtains the quantum version of the XY
model �1� with J=Jb and a uniaxial random field in the x
direction with the strength determined by � j

R.

C. Two-component Fermi lattice gas

Finally, the S=1/2 antiferromagnetic Heisenberg model
may be realized with a fermi-fermi mixture at half filling for
each component. This implementation might be of special
importance for future experiments with lithium atoms. As
recently calculated,48 the critical temperature for the Néel
state in a 3D cubic lattice is of the order of 30 nK. It is well
known that in a 3D cubic lattice the critical temperatures for
the antiferromagnetic Heisenberg, the XY and the Ising mod-
els are Tc,XY �1.5Tc,Heis, and Tc,Ising�2Tc,Heis. The estimates
of these critical temperatures can be, for instance, obtained
applying the Curie-Weiss mean-field method to the classical
models. Suppose that we put the Heisenberg antiferromagnet
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in a uniaxial �respectively, planar� random field, created
using the same methods as discussed above, i.e., we break
the SU�2� symmetry and put the system into the universality
class of XY �respectively, Ising� models. Mean-field
estimates suggest then that we should expect the increase of
the critical temperature by factor 1.5 �respectively, 2�, that is,
up to �45 �respectively, 90� nK. Even if these estimates are
too optimistic, and the effect is two or three times smaller,
one should stress, that even an increase by, say 10 nK, is of
great experimental relevance and could be decisive for the
achievment of an antiferromagnetic state.

We would like to stress that similar proposals, as the
three discussed above, have been formulated before,49 but
none of them treat simultaneously essential aspects for the
present schemes: �i� disordered fields, but not bonds; �ii� ar-
bitrary directions of the fields; �iii� possibility of exploring
Ising, XY, or Heisenberg symmetries; �iv� realizing the co-
herent source of atoms; and �v� avoiding constraints on the
magnetization along the z axis.

It is also worth commenting on what are the most impor-
tant experimental challenges that have to be addressed in
order to achieve RFIO. Evidently, for the proposals involving
the strong interaction limit of two-component Bose or Fermi
systems, the main issue is the temperature, which has to be
of the order of tens of nanokelvins. Such temperatures are
starting to be achievable nowadays �for a careful discussion
in the context of Fermi-Bose mixtures see Ref. 50�, and there
exist several proposals for supplementary cooling of lattice
gases, using laser �photons� or couplings to ultracold BEC
�phonon cooling� that can help �for reviews see Refs. 44 and
47�.

V. SUMMARY

In this paper, we have proposed a general mechanism of
random-field-induced order �RFIO�, occurring in systems
with continuous symmetry, placed in a random field that
breaks, or reduces this symmetry. We have presented rigor-
ous results for the case of the 2D classical ferromagnetic XY

model in a random uniaxial field, and proved that the system
has spontaneous magnetization at temperature T=0. We have
presented also a rather strong evidence that this is also the
case for small T�0. Several generalizations of this mecha-
nism to various classical and quantum systems were dis-
cussed. We have presented also detailed proposals to realize
RFIO in experiments using two-component Bose lattice
gases, one-component Bose lattice gases embedded in BECs,
or two-component Fermi lattice gases. Our results shed light
on controversies in existing literature, and open the way to
realize RFIO with ultracold atoms in an optical lattice.

It is worth mentioning two further realizations of RFIO
studied by us recently. RFIO occurs in a two-component
trapped Bose gas at T=0, when the gas is condensed and the
two components are coupled by Raman transition of random
strength, but fixed phase. Although such a system belongs to
the universality class of the �trapped, i.e., located in an inho-
mogenous field� XY model, it exhibits the RFIO effect in a
much stronger manner than the XY model discussed in the
present paper. We have found this observation important
enough to devote a separate detailed paper to it.51 Similarly,
we have studied numerically RFIO in 1D for quantum XY
and Heisenberg chains.52 In such systems, even at T=0, mag-
netization vanishes, but amazingly enough the RFIO effect
seems to work at the level of the magnetic susceptibilities.
Adding a random field confined to a certain axis �respec-
tively, plane�, increases siginificantly the magnetic sucepti-
bility in the perpedicular directions �respectively, direction�.
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We propose and analyze a general mechanism of disorder-induced order in two-component Bose-
Einstein condensates, analogous to corresponding effects established for XY spin models. We show that a
random Raman coupling induces a relative phase of �=2 between the two BECs and that the effect is
robust. We demonstrate it in one, two, and three dimensions at T � 0 and present evidence that it persists
at small T > 0. Applications to phase control in ultracold spinor condensates are discussed.

DOI: 10.1103/PhysRevLett.100.030403 PACS numbers: 05.30.Jp, 03.75.Hh, 03.75.Mn, 64.60.Cn

Degenerate quantum gases offer unprecedented control
tools [1], opening fascinating possibilities, e.g., investiga-
tions of quantum disordered systems [2]. Current experi-
mental [3–5] and theoretical [5–8] works are mainly
devoted to studies of the interplay between disorder and
nonlinearity in Bose-Einstein condensates (BEC) in a quest
for traces of Anderson localization. In the regime of strong
correlations, evidence for the Bose glass phase has been
reported [9], and even more exotic quantum phases have
been proposed [2,10].

Weak disorder can have strong effects also in classical
systems. For instance, a general mechanism of random-
field-induced order (RFIO) has been proposed recently
[11,12]. It is responsible for ordering in graphene quantum
Hall ferromagnets [13], 3He-A in aerogel and amorphous
ferromagnets [14], as well as for inducing superfluidity in
hardcore bosonic systems [15]. This effect is best under-
stood in classical ferromagnetic XY models in the presence
of uniaxial random magnetic fields. For the 2D square
lattice, the Hamiltonian reads

 H � �
X
ji�jj�1

�i � �j �
X
i

hi � �i; (1)

where the spins are unit 2D vectors in the XY plane: �i �
�cos�i; sin�i� at site i 2 Z2. When h � 0 the system does
not magnetize as a consequence of the Mermin-Wagner-
Hohenberg (MWH) theorem [16]. In contrast, a weak
uniaxial random field hi breaks the continuous U�1� sym-
metry. Then, the MWH theorem does not apply and the
system spontaneously magnetizes with a nonzero compo-
nent of the magnetization perpendicular to the random
field. This has been proven at zero temperature and strong
arguments have been given that the effect persists at small
temperatures [11]. Hamiltonian (1) can be realized with

ultracold atoms in optical lattices, but the effect is rather
weak [11].

In this Letter, we propose an analogue of the RFIO effect
using two BECs trapped in harmonic potentials and
coupled via a real-valued random Raman field. We show
that the mean-field Hamiltonian of the two-component
BEC is analogous to the XY spin Hamiltonian (1), with
the Raman coupling playing the same role as the magnetic
field in Eq. (1), and the relative phase between the BECs
corresponding to the spin angle �i. Then, the RFIO effect
shows up in the form of a relative phase between the BECs
fixed at a value of ��=2. The finite-size two-component
BEC system is continuous and formally equivalent to the
discrete spin system (1) on an infinite lattice. We find that
even in low dimensions, the RFIO effect is much more
pronounced and robust in coupled trapped BECs than it is
in uniform lattice spin models. Note that trapped (finite-
size) BECs at sufficiently small T show true long range
order also in one and two dimensions as phase fluctuations
take place on a scale larger than the size of the systems
[17]. We demonstrate the effect in one, two, and three
dimensions at T � 0 and present strong evidence that it
persists for small T > 0.

Interestingly, the RFIO effect is quite general. For in-
stance, consider the two-spin lattice Hamiltonian:

 H � �
X
ji�jj�1

��i � �j � �i � �j� �
X
i

�i�i � �i; (2)

where �i are independent real-valued random couplings
with (identical) symmetric distributions. In this system, it
can be proven rigorously that there is no first order phase
transition with the order parameter �i � �i in dimensions
d 	 4 [18]. More precisely, in every infinite-dimensional
Gibbs state (phase), the disorder average of the thermal
mean h�i � �ii takes the same value. By symmetry, this
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value has to be zero, implying that the average cosine of the
angle between �i and �i is zero. At T � 0, these results
also apply [18] and are consistent, by analogy, with the
relative phase �=2 of two randomly coupled BECs, dis-
cussed below.

We consider a trapped two-component Bose gas with
repulsive interactions and assume that the two components
consist of the same atomic species in two different internal
states, coupled via a position-dependent (random, quasi-
random, or just oscillating) real-valued Raman field ��r�
of mean zero (

R
�dr � 0). The typical amplitude and

spatial variation scale of ��r� are denoted by �R and
�R. At sufficiently small T, the trapped gases form BECs
which can be represented by the classical fields  1;2�r� in
the mean-field approximation. The energy functional of the
system then reads
 

E �
Z
dr
�@2=2m�jr 1j

2 � V�r�j 1j
2 � �g1=2�j 1j

4

� �@2=2m�jr 2j
2 � V�r�j 2j

2 � �g2=2�j 2j
4

� g12j 1j
2j 2j

2 � �@��r�=2�� �1 2 �  �2 1��; (3)

where V�r� is the confining potential, and gi � 4�@2ai=m
and g12 � 4�@2a12=m are the intra- and interstate cou-
pling constants, with ai and a12 the scattering lengths and
m the atomic mass. The last term in Eq. (3) represents the
Raman coupling which can change the internal state of the
atoms.

The ground state of the coupled two-component BEC
system is obtained by minimizing E as a function of the
fields  1 and  2 under the constraint of a fixed total
number of atoms N �

R
dr�j 1j

2 � j 2j
2�. This leads to

a set of two coupled Gross-Pitaevskii equations (GPE):

 � i � 
�@
2r2=2m� V � gij ij

2 � g12j �ij
2� i

� �@�=2� �i; (4)

with � the chemical potential and �i � 2�1� for i � 1�2�.
At equilibrium, for �R � 0 and g1, g2 > g12, the BECs

are miscible [19]. Their phases �i are uniform, arbitrary
and independent. Now, a weak Raman coupling (@j�Rj 
�) does not noticeably affect the densities. However, arbi-
trarily small ��r� breaks the continuous U�1� symmetry
with respect to the relative phase of the BECs and, follow-
ing the results of Refs. [11,12,18], the relative phase can be
expected to be fixed. To make this clearer, we neglect the
changes of the densities when the weak Raman coupling is
turned on and analyze the phases. For simplicity we sup-
pose g1 � g2 and ��r� � �1�r� � �2�r�. The substitution
 i � ei�i�r�

���������
��r�

p
in the energy functional (3) leads to E �

E0 ��E where E0 is the energy for �R � 0 and
 

�E �
Z
dr��r�

�
@

2

4m
�r��2 � @��r� cos�

�

�
Z
dr��r�

@
2

4m
�r��2; (5)

where � � �1 � �2 and � � �1 � �2. Minimizing �E
implies � � const; hence, the second line in Eq. (5) van-
ishes and the only remaining dynamical variable in the
model is the relative phase � between the BECs. Note that
if �1 � �2 the variables � and � are coupled and one
cannot consider them independent (the �1 � �2 case is
analyzed in the sequel). Equation (5) is equivalent to the
classical field description of the spin model (1) in the
continuous limit, where the relative phase ��r� represents
the spin angle and the Raman coupling ��r� plays the role
of the magnetic field. Thus, we expect RFIO [11] to show
up in the form cos� ’ 0 for weak random ��r�.

Let us examine Eq. (5) in more detail. It represents a
competition between the kinetic term which is minimal for
uniform � and the potential term which is minimal when
the sign of cos� is opposite to that of ��r�. For @�R �
@

2=2m�2
R, the potential term dominates and � will vary

strongly on a length scale of the order of �R. In contrast, if
@�R  @

2=2m�2
R the kinetic term is important and forbids

large modulations of � on scales of �R. The Euler-
Lagrange equation of the functional (5) is

 r
��r�r�� �
2m
@
��r���r� sin� � 0: (6)

For the homogeneous case (� � const) and for slowly
varying densities (neglecting the termr�), assuming small
variations of the relative phase, ��r� � �0 � ���r� with
j��j  �, the solution of Eq. (6) reads

 ��̂�k� ’ �2m=@�
�̂�k�=jkj2� sin�0 (7)

in Fourier space. Inserting Eq. (7) into Eq. (5), we find

 �E ’ �m�
Z
dk�j�̂�k�j2=jkj2�sin2�0: (8)

The energy is thus minimal for �0 � ��=2, i.e., cos�0 �
0. This indicates RFIO in the two-component BEC system
owing to the breaking of the continuous U�1� symmetry of
the coupled GPEs. For a random Raman coupling, even if
the resulting fluctuations of � are not small, the average
phase is locked at �0 � ��=2. Note that if ��r� is a
solution of Eq. (6), so is ���r�. This follows from the
fact that for any solution ( 1,  2) of the GPEs (4), ( �1,  �2)
is also a solution with the same chemical potential. The
sign of �0 thus depends on the realization of the BECs and
is determined by spontaneous breaking of the �$ ��
symmetry.

Let us turn to numerics starting with g1 � g2. For
homogeneous (� � const) gases, we solve Eq. (6).
Figure 1 shows an example for a 1D two-component
BEC, where ��x� is a quasirandom function chosen as a
sum of two sine functions with incommensurate spatial
periods. The dynamical system (6) is not integrable. It
turns out that the solution we are interested in corresponds
to a hyperbolic periodic orbit surrounded by a considerable
chaotic sea. Figure 1 confirms that ��x� oscillates around
�0 ’ ��=2. The oscillations of ��x� are weak and follow
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the prediction (7), which in one dimension, after inverse
Fourier transform, corresponds to the double integral of
��x�.

For trapped gases and for g1 � g2 we directly solve the
coupled GPEs (4). Figure 2 shows the results for a 1D two-

component BEC in the Thomas-Fermi regime confined in a
harmonic trap with a random ��x�. A typical realization is
shown in Fig. 2(a). For each realization of ��x�, the
resulting relative phase � can change significantly but
only on a scale much larger than �R because @�R 
@

2=2m�2
R, as shown in Fig. 2(b). However, averaging

over many realizations of the random Raman coupling
and keeping only those with

R
��x�dx > 0 (resp. <0), we

obtain h��x�i � �=2 (��=2), with the standard deviation
about 0:3� as shown in Fig. 2(c).

The dynamical stability of the solutions of the GPEs (4)
found in the 1D trapped geometry can be tested by means
of the Bogoliubov–de Gennes (BdG) theory which allows
also to estimate the quantum depletion of the BECs [20].
The BdG analysis shows that the solutions of the GPEs (4)
are indeed stable and that the BdG spectrum is not signifi-
cantly affected by the Raman coupling. It implies that
turning on the Raman field does not change the thermody-
namical properties of the system, and the RFIO effect
should persist for sufficiently low T > 0. Note that the
GPEs (4) possess also a solution with both components
real. However, this solution is dynamically unstable. In
fact, there is a BdG mode associated with an imaginary
eigenvalue and the corresponding BECs phases (under a
small perturbation) will evolve exponentially in time. In
addition, the BdG analysis shows that the quantum deple-
tion is about 1% and can therefore be neglected.

Calculations in two and three dimensions—whose de-
tailed results will be published soon—show essentially the
same disorder-induced ordering effect in all dimensions.
For example, Fig. 3 shows the result for two coupled
3D BECs in a spherically symmetric harmonic trap.
Here, the Raman coupling is a sum of quasirandom func-
tions similar to that used for Fig. 1 in each spatial direction
and with @�R ’ 10�2�. The density modulations are
found to be negligible. However, even for this low value
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FIG. 2. RFIO effect in very elongated (effectively 1D) trapped
BECs. The data correspond to 87Rb atoms in two different
internal states in an anisotropic harmonic trap with frequencies
!x � 2�� 10 Hz and !? � 2�� 1:8 kHz. The total number
of atoms is N � 104 and the scattering lengths are a1 �
5:77 nm, a2 � 6:13 nm and a12 � 5:53 nm. Panel (a) Single
realization of the random Raman coupling @�=� for �R �
10�2LTF and @�R ’ 3� 10�3�. Panel (b) Relative phase �
corresponding to ��x� shown in panel (a). Panel (c) � averaged
over many realizations of ��x� (solid line) and the averaged
value � standard deviation (dashed lines). In panel (c) the
solutions with

R
�dx > 0 only are collected (the other class of

solutions with �! �� is not included).
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FIG. 1 (color online). RFIO effect in a 1D two-component
BEC trapped in a box of length L and in a quasirandom
Raman field. Panel (a) Raman coupling function ��x� �
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�2�x� obtained by solving Eq. (6) numerically (solid black line)
and comparison with Eq. (7) (dashed red line—nearly identical
to the solid black line).
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of the Raman coupling, Fig. 3 shows that the relative phase
is fixed around �0 � �=2 with small fluctuations. Other
calculations confirm that the sign of �0 is random but with
j�0j � �=2 for all realizations of ��r� and that the weaker
the Raman coupling, the smaller the modulations of ��r�
around �0. This shows once again the enormous robustness
of RFIO in two-component BECs.

In summary, we have shown that RFIO occurs in a
system of two BECs coupled via a real-valued random
Raman field. It has been demonstrated in one, two,
and three dimensions for homogeneous or trapped BECs.
The signature of RFIO is a fixed relative phase between
the BECs around �0 � ��=2. For quasirandom Raman
coupling, the fluctuations can be very small (0:05� for
the parameters used in Fig. 1). For completely random
Raman coupling the fluctuations can be larger (about
0:3� for the parameters used in Fig. 2). Interestingly, the
two-component BEC system is continuous and RFIO is
stronger and more robust than in lattice spin Hamiltonians
of realistic sizes [11]. RFIO can thus be obtained in current
experiments with two-component BECs [21,22] and ob-
served using matterwave interferometry techniques [22].

Apart from its fundamental importance, RFIO can have
applications for engineering and manipulations of quantum
states by providing a simple and robust method to control
phases in ultracold gases. We find particularly interest-
ing applications of phase control in spinor BECs and,
more generally, in ultracold spinor gases [1]. For example,
in a ferromagnetic spinor BEC with F � 1 as in 87Rb,
the wave function is � / 
e�i�cos2��=2�;

���
2
p

sin��=2��
cos��=2�; e�i�cos2��=2��, the components correspond to
mF � 1 0, �1 and the direction of magnetization is ~n �
�sin� cos�; sin� sin�; cos��. Applying two real-valued
random Raman couplings between mF � 0 and mF �
�1, fixes � � 0 or �;, i.e., the magnetization will be in
the XZ plane. By applying two random real-valued Raman
couplings between mF � 0 and mF � 1 and between
mF � �1 and mF � 1, we force the magnetization to be
along �Z. Similar effects occur in antiferromagnetic
spinor BECs with F � 1, as 14Na. Using Raman transitions
with arbitrary phases, employing more couplings, and
higher spins F offers a variety of control tools in ultracold
spinor gases.
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CONCLUSIONS AND PERSPECTIVES

In brief – The field of disordered quantum gases is just emerging. Recent success in observing
Anderson localization open unprecedented paths to pursue many outstanding challenges in the
more general field of disordered systems. Direct extensions include studies of metal-insulator
transitions in dimensions higher than one, and of the effect of weak interactions on localization,
for which many questions are debated. For stronger interactions, single-particle localization is
usually destroyed, but new concepts such as many-body Anderson localization and Bose glasses
provide original paradigms, which renew our understanding of these issues. Experiments on ul-
tracold atoms with controlled disorder and controlled interactions can also be extended to other
systems where disorder plays important roles. For instance, combining spin-exchange implemen-
tation and disorder opens the route towards random field-induced order and spin glasses.

The impressive progress realized in the field of ultracold quantum gases during the past decades
now opens a new frontier, i.e. the realization of quantum simulators to address unsolved questions
in complex systems, where exact analytic calculations or systematic numerical simulations cannot
be performed. This line of research is developing rapidly, and several landmark results have
been reported, which bridge the gap between ultracold atoms and condensed-matter physics, a
major field where quantum simulators would be very useful. So far, true simulators have hardly
been realized and the field is rather at the stage of validating advanced experiments as possible
simulators [see for instance (Trotsky et al., 2010)].

Research on disordered quantum gases belongs to this more general trend, and is just emerg-
ing. The realization that disorder can be introduced in ultracold atomic systems in a controlled
way paved the way to investigations of fundamental phenomena relevant to the whole field of
disordered systems (Damski et al., 2003; Roth and Burnett, 2003) and has triggered intensive
theoretical and experimental research in a quest for the ‘holy grail’, i.e. Anderson localization of
matter-waves (Clément et al., 2006; Fallani et al., 2008; Aspect and Inguscio, 2009; Sanchez-
Palencia and Lewenstein, 2010). In 2008, the groups of Alain Aspect at Institut d’Optique and of
Massimo Inguscio at LENS succeeded in observing direct evidence of Anderson localization of
non-interacting particles in one-dimensional systems (Billy et al., 2008; Roati et al., 2008). Let us
stress that the key ingredients of this success have been i) accurate control of the disorder, ii) neg-
ligible inter-atomic interactions, iii) strong isolation from the environment, iv) direct imaging of
density profiles and last but not least v) joint theoretical and experimental efforts. Most probably,
combination of all these features will also be the key of future breakthrough works in the field of
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quantum gases, in particular in the context of disordered gases.

In this manuscript, we have reported our recent contributions to the field, performed first in
Hannover (2003-2004) and then at Institut d’Optique (2004-2009). These concern single-particle
localization in speckle potentials and quasi-periodic lattices (Chap. 2), the interplay of weak re-
pulsive interactions and localization is Bose gases (Chap. 3), as well as effects of disorder in
Bose-Bose and Fermi-Bose mixtures and the possibility of simulating spin-like systems with ul-
tracold atoms (Chap. 4). Rather than commenting these results7, let us elaborate on possible
future directions. The latter are personal views of the author, who does not claim they would be
exhaustive. On the other hand, they definitely owe much to many fascinating and illuminating
discussions with my estimated colleagues at Institut d’Optique, in particular Alain Aspect and
Philippe Bouyer, as well as with my invaluable collaborator, Maciej Lewenstein.

At a time when the field of disordered quantum gases reaches a certain maturity, two main re-
search lines may be foreseen. The first line, which is widely considered in the community, consists
in extending the experiments of Institut d’Optique and LENS towards two- and three-dimensional
systems, and/or including atom-atom interactions. The second line consists in proposing new
routes and new challenges. In this respect, simulators for strongly-correlated and spin systems are
very promising. Hence, next outstanding challenges for disordered quantum gases are:
− Anderson localization of non-interacting quantum particles in dimensions one, two and

three;
− The role of inter-particle interactions on localization;
− Strongly-correlated disordered systems (and the associated Bose or Fermi glasses);
− Spin systems with random exchange coupling terms (and the associated spin glasses).

All correspond to basic, open questions on disordered systems, which ultracold atoms could help
answer. Besides new experiments, they call for advanced theoretical work on disordered quantum
gases. In the following, we elaborate on some possible routes, which in our view are the most
promising.

Anderson localization of ultracold atoms - Ultracold atomic gases have allowed the first di-
rect observation of Anderson localization of a matter-wave, thus realizing a situation very close
to the problem considered by Anderson in 1958 (Aspect and Inguscio, 2009). This constitutes
a landmark step towards realizing quantum simulators for disordered systems in more compli-
cated and challenging situations (Sanchez-Palencia and Lewenstein, 2010). However, as pointed
out in the introduction, although ultracold atoms are very well controlled systems, they do not
only simply reproduce exactly standard toy-models of condensed-matter physics, but introduce
new ingredients, and thus new questions. This should not be considered a drawback of ultracold
atomic systems, but conversely an opportunity. It indeed opens new horizons to further deepen
our knowledge of Anderson localization in various directions. An example directly relevant to
Anderson localization of matterwaves (Billy et al., 2008), is that speckle potentials form an orig-
inal class of disorder, where effective mobility edges exist in one dimension [see Sec. 2.3.3 and
(Sanchez-Palencia et al., 2007; Gurevich and Kenneth, 2009; Lugan et al., 2009)]. Let us discuss
two other interesting examples.

The first example concerns the behavior of localization versus the system parameters, which
can be studied quantitatively with ultracold atoms. Anderson localization is sparked by elemen-

7Details can be found in the previous pages or in the summaries at the beginning of each chapter.
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tary scattering processes of a probe particle from the asperities of the disordered potential. Local-
ization is thus expected to be stronger when scattering is stronger, i.e. usually when the energy of
the particle is lower. This leads to the intuitive result that the localization length increases when
the energy of the probe particle decreases. In contrast to classical particles however, scattering of
quantum particles need not be monotonous as a function of the particle energy, and classic exam-
ples are known from undergraduate courses of quantum mechanics. In principle, there is thus no
reason that localization would always decrease with the particle energy. Together with Marie Pi-
raud, we have recently shown that in certain one-dimensional speckle potentials, the localization
length can indeed decrease when the energy increases in some region of the spectrum. In order to
access this counter-intuitive situation, one has to design the autocorrelation function of the speckle
potential in a proper way, which is possible with speckle potentials (Piraud, 2009). The solution
we have proposed can be very easily designed in current experiments. The non-trivial question is
however, how to observe this phenomena, which is not possible with expanding schemes such as
that used by Billy et al. (2008).

The second example is the effect of harmonic trapping on localization. This question is rel-
evant to ultracold gases produced at equilibrium in disordered potentials since they are almost
always confined in harmonic traps (Fallani et al., 2007; Roati et al., 2008; White et al., 2008;
Pasienski et al., 2010; Deissler et al., 2010). Let us consider again usual disordered potentials for
which the localization increases with the particle energy E. In infinite space, the typical size of
states, ∆r(E) –which can be measured as the participation length8 or the rms size for instance–
thus increases from very low values to infinity when E increases. In a finite flat box of linear
length L, ∆r(E) is bounded above to a value of the order of L, since all states are ultimately con-
fined by the box edges. Hence, in a harmonic trap, one would expect that finite-size effects also
limit the value of ∆r(E), however with an energy-dependent bound l(E) ∝

√
E, that is the ex-

tension of the eigenstate of energy E in a non-disordered harmonic trap. In fact, we have shown,
together with Luca Pezzé, that harmonic trapping leads to a much more subtle situation. We found
that at intermediate energies, localized and extended states coexist. This result was completely
unexpected because, in homogeneous disorder (even in a finite box), localized and extended states
do not coexist in the same energy region. The argument is that, should they coexist, an arbitrary
small change of the disordered potential would hybridize them, thus forming two new extended
states (Mott, 1990). Hence, when averaging over the disorder, coexistence is highly improbable9.
The interesting point is that the argument does not hold in a disordered trap because inhomoge-
neous trapping allows for slight spatial segregation, which suppresses hybridization (Pezzé et al.,
2011).

Anderson localization in 2D and 3D speckle potentials - So far, experimental investigation
of localization with ultracold atoms restricted to one-dimensional systems (Clément et al., 2005;
Fort et al., 2005; Billy et al., 2008; Roati et al., 2008). Dimension d = 1 is a special case
because non-interacting particles are localized for arbitrary energy (E) and strength of disorder.
Moreover, exact analytical methods to calculate the localization length are known (Lifshits et al.,

8In the presence of the harmonic trap, which we consider here, the long-distance exponential tails of localized
states are suppressed due to the trap. The localization length is thus not an adequate quantity to measure localization.
Here, we refer to the participation length, which measures the typical size of a state, irrespective to the behavior of
the tails (see Sec. 3.4.1 for instance).

9In other words, in a localized (resp. extended) regime, the ensemble of extended (resp. localized) states is of
zero measure.
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1988). Higher dimensions are much more demanding, and neither analytic methods nor even basic
knowledge of one-dimensional Anderson localization can be easily extended to two and three
dimensions. Higher dimensions actually show richer behavior, with the possibility of diffusive and
localization regimes, as well as critical behaviors, which are not fully understood (see Sec. 2.1).

An interesting consequence is the existence of a localization-delocalization transition (the
Anderson transition) in three dimensions. In continuous space, while the mobility edge Emob,
which separates localized (for E < Emob) and extended (for E > Emob) states can be estimated
from phenomenological arguments (Ioffe and Regel, 1960; Mott, 1967), a formidable task for
the theory of disordered systems is to determine its precise value. Even more challenging is the
design of a theory able to reproduce the critical exponents ν and s of the Anderson transition, such
that the localization length diverges as Lloc ∝ (Emob−E)−ν and the diffusion coefficient vanishes
as D* ∝ (E −Emob)

s. The value of ν = s ' 1.57 in the three-dimensional case is now precise
known from numerical calculations performed in the Anderson model (MacKinnon and Kramer,
1983; Schreiber and Grussbach, 1996; Slevin et al., 2001) and is believed to be universal. The
challenge to experiments on ultracold atoms is to provide useful insights in the critical region,
able to suggest a key theoretical step ahead.

In two dimensions, scattering processes are strong enough that diffusive trajectories always
loop back to their origin and interference of paths propagated in opposite ways are important.
Hence, Anderson localization occurs for any energy in two dimensional systems, as in one dimen-
sion. Major interest in two-dimensional systems is that the scaling theory of localization (Abra-
hams et al., 1979) predicts that d = 2 is the marginal dimension for the Anderson transition
(i.e. there is a transition if and only if d > 2). It is thus expected that inter-particle interac-
tions strongly affect Anderson localization in two-dimensional systems (Kravchenko et al., 1994;
Kravchenko et al., 1995; Abrahams et al., 2001). Precise characterization of localization lengths
for non-interacting particles in two dimensions is thus crucial with a view towards studying later
the effects of interactions. Experimentalists at Institut d’Optique have recently made the first step
in that direction (Robert-de-Saint-Vincent et al., 2010).

Spectacular success in observing one-dimensional Anderson localization (Billy et al., 2008;
Roati et al., 2008) and the possibility of measuring precisely localization lengths as a function of
the particle energy are thus of great promise to shed new light on these challenging issues in two
and three dimensions.

Interplay of weak interactions and disorder in quantum gases at equilibrium - Ultracold
atoms also allows us to study the effect of disorder in systems at equilibrium, rather than in trans-
port schemes. This offers a complementary approach to localization phenomena, a route chosen
in the experiments at LENS (Roati et al., 2008), Hannover (Schulte et al., 2005) and Urbana
Champain (White et al., 2009; Pasienski et al., 2010). It is particularly promising as regards stud-
ies of the effects of interactions on localization (Giamarchi and Schulz, 1988; Fisher et al., 1989).
In previous studies (Lugan et al., 2007a; Falco et al., 2009), the properties of disordered Bose
gases with weak repulsive interactions have been discussed and we have been able to work out a
generic quantum-state diagram (see Sec. 3.4). This diagram has been qualitatively confirmed in
recent experiments at LENS (Deissler et al., 2010). In the condensate regime, the effect of disor-
der is very weak and well understood (Sanchez-Palencia, 2006). Conversely, the most interesting
regimes (Anderson-Lifshits and fragmented condensate) where disorder plays a strong role are
much more elusive and their full characterization remains an important challenge in the field of
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disordered systems. Hence, several questions remain to be clarified:

− Physical arguments strongly support description of the Anderson-Lifshits regime as a Fock
state of single-particle states with no phase coherence (Lugan et al., 2007a; Aleiner et al.,
2010), but it has never been clearly demonstrated. Together with Tung-Lam Dao, we have
developed a numerical technique, which extends the usual Gross-Pitaevskii approach to
include such Fock states. Preliminary results do support the above conjecture.

− Full characterization of the fragmented condensate regime remains challenging. This issue
is important because the fragmented condensate regime is the weak-interaction counter-
part of the Bose glass phase, which is one of the most elusive key features of disordered,
(strongly-)interacting Bose gases (Giamarchi and Schulz, 1988; Fisher et al., 1989; Scalet-
tar et al., 1991; Krauth et al., 1991). Here, an important challenge is to identify relevant
observables to unambiguously characterize and discriminate all predicted states (e.g. den-
sity profiles, excitation spectra or correlation functions).

− So far, attractive interactions have not been much considered. This question is however
relevant to 7Li condensates, as used at Rice University for instance (Chen et al., 2008),
and/or more generally in experiments with controlled interactions (Roati et al., 2007; Pol-
lack et al., 2009). In this case, one can expect a rich physical behavior, for instance, strong
collapse and proliferation of very many metastable states, as it has been found in a different
context, namely in trapped, attractive Bose gases (Cederbaum et al., 2008).

− Finally, extension of these results to two- and three-dimensional geometries is deserved.

Dynamics of Anderson localization in the presence of interactions - Let us come back to
dynamical schemes. In the experiment at Institut d’Optique (Billy et al., 2008), the initial interac-
tions determine the momentum distribution of the expanding condensate but do not significantly
affect localization itself, because after expansion the density is low enough that interactions are
negligible (Sanchez-Palencia et al., 2007; 2008). However, in experiments with higher atomic
densities or interactions, they may significantly modify the scenario. The question to know how
interactions come into the picture proves puzzling.

The effect of repulsive interactions on Anderson localization has been extensively studied
but, strikingly, even the most recent theoretical works (Paul et al., 2007; Kopidakis et al., 2008;
Pikovsky and Shepelyansky, 2008; Palpacelli and Succi, 2008) lead to different conclusions. For
instance, Pikovsky and Shepelyansky (2008) and Palpacelli and Succi (2008) study the effect
of repulsive interactions on Anderson localization in one-dimensional, expanding condensates
and conclude that interactions destroy localization above a certain threshold. In contrast, Kop-
idakis et al. (2008) show that Anderson localization persists even in the presence of significant
interactions. Finally, Paul et al. (2007) show that weak repulsive interactions enhance localization
in transmission experiments10, while stronger interactions destroy it and induce strong temporal
fluctuations of the condensate wavefunction. The interplay of interactions and disorder in dy-
namical schemes is thus a major issue with no obvious answer. It may not be universal and
significantly depend on the considered scheme (e.g. expansion or transmission). Full understand-
ing of this physics would require the development of a unified framework to address all situations,
using possibly both analytical and numerical approaches.

10Transmission schemes differ from expansion schemes: Here one studies the transmission coefficient of a flow of
quantum particles through a disordered region of finite length. Even though expansion and transmission schemes are
equivalent for non-interacting particles, it is not clear that interactions preserve the equivalence.
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Strongly-correlated, disordered quantum gases - Strongly-correlated systems play a central
role in many aspects of condensed-matter physics. In this respect, the Hubbard Hamiltonian [see
Eq. (1.3) on page 23] is a paradigmatic toy-model. In general, metal-insulator transitions are
driven by a complex interplay of tunneling (i.e. kinetic energy), interactions and disorder (e.g.
random on-site energy, associated to weak local modifications of the lattice potential). The most
fundamental two phenomena underlying metal-insulator transitions are the Mott transition –which
is driven by the competition between tunneling and interactions in non-disordered systems– and
the Anderson transition –which is driven by the competition between tunneling and disorder in
non-interacting systems (see Sec. 2.1.1). Both are quite well known and have been observed
with ultracold atoms: Bose Mott insulators by Greiner et al. (2002); Fermi Mott insulators by
Jördens et al. (2008) and Schneider et al. (2008); Anderson localization by Billy et al. (2008) and
Roati et al. (2008). However, understanding their interplay is a much more challenging task.

In strongly-correlated lattice systems, glassy phases –the Bose (Fisher et al., 1989; Scalet-
tar et al., 1991; Krauth et al., 1991) and Fermi (Freedman and Hertz, 1977; Imry, 1995; von
Oppen and Wettig, 1995; Jacquod and Shepelyansky, 1997) glasses– have been predicted, but full
description of the phase diagram is very difficult. One should thus rely on approximate methods
(e.g. Gutzwiller ansatz) or heavy numerical approaches (e.g. quantum Monte-Carlo simulations
or Density-Matrix Renormalization Group). Identifying powerful, unbiased, and physically in-
sightful techniques turns out to be a hard task in this field. For instance, even recently, there
have been debates about the exact phase diagram of strongly-correlated disordered bosons. Us-
ing a stochastic meanfield method, it was predicted that a direct transition between the superfluid
and Mott insulator phases may exist for certain parameters (Bissbort and Hofstetter, 2009), in
contradiction to previous estimates (Buonsante et al., 2007). The debate was finally closed by
Pollet et al. (2009) who showed using extensive quantum Monte Carlo simulations that a Bose
glass phase always separates the Mott insulator and superfluid phases. In addition, even the mi-
croscopic nature of Bose and Fermi glasses is still under debate.

Pioneering experiments to realize quantum simulators able to address these questions for
bosons have already started (Fallani et al., 2007; White et al., 2009; Pasienski et al., 2010).
In this respect, further theoretical investigations are called for, and one can for instance point out
the following directions:
− Early experiments suffered from the lack of a ‘smoking-gun’ signature of the Bose glass

phase, so that identifying one is an important challenge. A possible signature is that Bose
glasses are ‘gapless, compressible insulators’ (Giamarchi and Schulz, 1988; Fisher et al.,
1989), which can be probed via time-dependent modulations of the trap (Delande and Za-
krzewski, 2009). In order to fully characterize Bose glasses compared to other gapless
insulators –e.g. those that appear in weakly-interacting Bose gases (Lugan et al., 2007a;
Falco et al., 2009)– other techniques should be developed to directly probe microscopic
quantities. Promising routes include Bragg-like spectroscopy (Clément, 2009a; 2009b), and
stimulated-Raman (ARPES-like) spectroscopy (Dao et al., 2007; Stewart, 2008). Another
interesting route, which has been hardly considered so far, is to study finite-temperature
effects.

− Ultracold atomic systems may show novel features, beyond standard toy-models. Questions
that have been hardly considered in the context of condensed-matter physics so far include
long-range correlations of the disorder (for instance those of speckle potentials), and cor-
relations between on-site disorder and perturbations of the tunneling rate [which can be
important as pointed out by White et al. (2009)]. Systematic studies of the phase diagrams
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for speckle potentials and/or bichromatic lattices are thus deserved.
− With a view towards studying systems of direct relevance to electronic materials, strongly-

correlated Fermi gases is a formidable challenge, which is impressively progressing. Inves-
tigating the effect of disorder in these systems would open a new frontier, which has not
been addressed experimentally so far. The issue is even more difficult than it is for bosons.
On one hand, Quantum Monte-Carlo techniques cannot be used owing to the difficulty to
include Fermi anti-symmetrization (the famous ‘sign problem’). On the other hand, Fermi
systems show even richer behavior due to competition with spin-exchange coupling, which
can be responsible for antiferromagnetic ordering for instance (Byczuk et al., 2009).

Spin-like disordered systems: A new frontier to disordered ultracold atoms - Most inves-
tigations of disordered systems with ultracold atoms focused on Anderson localization and its
most relevant extension, i.e. interplay of disorder and interactions. In contrast, other important
effects of disorder have been less considered so far. Let us just mention one: spin systems in the
presence of disorder. From the point of view of condensed-matter physics, the class of systems
to be considered is drastically different from the ones considered above: Instead of studying the
behavior of quantum particles in disordered potentials (for instance in disordered Hubbard-like
model), we now wonder how disorder in spin-exchange couplings affects the magnetization of an
assembly of spins (for instance in disordered Ising/Heisenberg-like models). From the point of
view of atomic physics however, it is strongly connected to previous studies as the same ultracold
atomic systems can serve to simulate spin systems (Duan et al., 2003; Imambekov et al., 2003;
Altman et al., 2003; Jaksch and Zoller, 2005).

Disordered spins in ultracold atomic systems have been considered in theoretical works under
the impulsion of Maciej Lewenstein, demonstrating abilities to simulate Random-Field Induced
Order (Wehr et al., 2006; Niederberger et al., 2008; 2009) and spin glasses (Sanpera et al., 2004;
Ahufinger et al., 2005). As discussed in Chap. 4, many questions are still open regarding both is-
sues, not only from a basic point of view but also to propose relevant directions (experimental and
theoretical ones) in the context of ultracold atoms. In particular, the problem of spin glasses is one
of the most challenging and debated issue in the field of disordered spin systems. Spin glasses are
the paradigm of disordered spin systems, just like Anderson localization is for quantum particles
in disordered potentials. Determining the nature of spin order in spin glasses is an outstanding
challenge, and competing theories exist (Binder and Young, 1986; Mézard et al., 1987). On one
hand, the droplet picture (Fisher and Huse, 1986; Bray and Moore, 1987; Fisher and Huse, 1988)
relies on exchange coupling terms limited to nearest neighbors and presumed scaling of charac-
teristic energies. It is supported by numerics and believed to be relevant for spin glasses with
short-range coupling. On the other hand, the ultrametric picture (Parisi, 1980; Mézard et al.,
1987) assumes complex topology of graphs connecting an infinite number of Gibbs states. It has
been demonstrated for models with a distribution of exchange coupling terms independent of the
distance between the spins. It is believed to be valid for spin glasses with long-range coupling
but its very applicability to systems with finite-range coupling is however still unproven. Com-
bining spin-exchange implementation (Anderlini et al., 2007; Trotsky et al., 2008) and controlled
disorder (Clément et al., 2006; Fallani, 2008) in ultracold atomic systems offers fantastic routes
to investigate spin glasses with the original methods, tools and approaches of atomic physics. We
stop here without elaborating or speculating too much on this fascinating subject, as it is probably
a next chapter of the field of disordered quantum gases to be written.
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Disordered quantum gases under control
Laurent Sanchez-Palencia1* andMaciej Lewenstein2*
When attempting to understand the role of disorder in condensed-matter physics, we face considerable experimental and
theoretical difficulties, and many questions are still open. Two of the most challenging ones—debated for decades—concern
the effect of disorder on superconductivity and quantum magnetism. We review recent progress in the field of ultracold atomic
gases, which should pave the way towards the realization of versatile quantum simulators, which help solve these questions.
In addition, ultracold gases offer original practical and conceptual approaches, which open new perspectives to the field of
disordered systems.

Phase coherence and interference effects underlie many
basic phenomena in mesoscopic physics, for instance
electronic conduction1, magnetism2, superfluidity and

superconductivity3, as well as the propagation of light and sound
waves in inhomogeneous media4. Both also play central parts in
high-precision devices such as interferometers, accelerometers and
gyroscopes. An important issue concerns the effects of disorder,
that is, of small random impurities, which cannot be completely
avoided in real-life systems. A priori, we may expect that weak
disorder slightly affects most physical systems and that averaging
over the disorder smoothens possible effects. We may also expect
that in quantum systems the spatial spread of wavefunctions leads
to even weaker effects, through some kind of self-averaging. These
naive ideas, however, turn out to be wrong. Disorder often leads
to subtle situations in which strong effects survive averaging over
the disorder4, in particular in the quantum world. One of the
most celebrated examples is Anderson localization5 (AL). It is
now understood that AL results from interference of the many
paths associated with coherent multiple scattering from random
impurities, yielding wavefunctions with exponentially decaying
tails and absence of diffusion6. This strongly contrasts with the
Drude–Boltzmann theory of classical transport, which predicts that
incoherent scattering induces diffusion1.

ALwas first introduced for non-interacting quantumparticles to
explain the absence of electronic conduction in certain dirty solids5,
but remained difficult to observe for matter waves. It was realized
later that AL is actually ubiquitous in wave physics, paving the way
for the first observations of AL, reported in classical waves: light
in diffusive media7,8 and photonic crystals9,10, microwaves11 and
sound waves12. In condensed-matter physics, AL is now considered
a fundamental phenomenon underlying certain metal–insulator
transitions. Considering non-interacting particles in purely disor-
dered potentials is however oversimplistic, as a complete theory
of disordered solids should incorporate the Coulomb interaction,
the underlying crystal structure, the interaction with phonons,
and magnetic effects. Unfortunately, understanding the physics
of even the simplest models including all ingredients poses severe
difficulties, andmany issues are still unsolved or even controversial.
The most challenging ones concern the interplay of disorder with
interparticle interactions, and spin-exchange couplings.

Maybe somewhat unexpectedly, new approaches to these issues
come from atomic physics. The field of ultracold atoms has been
developing rapidly in the past decades, making it possible to
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produce, probe and manipulate Bose13,14 and Fermi15,16 gases with
unprecedented versatility, tunability and measurement possibilities
(Box 1). Control over these systems is now such that ultracold
atoms can realize quantum simulators17,18, that is, platforms to
investigate various fundamental models19–21. Landmark results
have already been reported, including the observation of Mott
insulators22–24, Tonks–Girardeau25,26 and Berezinskii–Kosterlitz–
Thouless27 physics and spin-like exchange28,29. Investigation of
Bose–Einstein condensates (BECs) in disordered potentials30,31 has
also emerged in a quest for direct signatures of AL of matter
waves. Joint theoretical32–34 and experimental efforts35–40 made
this possible, and two groups succeeded recently in observing
one-dimensional AL (refs 41, 42).

Prima facie, the observation of AL might mean the end of a
quest. It is, however, just a beginning, as the two experiments
of refs 41, 42 provide the route to tackling many outstanding
challenges in the field of disordered systems. Direct extensions
include studies of metal–insulator transitions in dimensions greater
than one, and of the effect of weak interactions on localization—
areas where many aspects are debated. For stronger interactions,
single-particle localization is usually destroyed, but new concepts
such as many-body Anderson localization43–45 and Bose glass46,47
provide original paradigms that advance our understanding of these
issues. Experiments on ultracold atoms with controlled disorder
and controlled interactions can also be extended to other systems
where disorder plays important parts. For instance, combining
spin-exchange implementation28,29 and disorder30,31 opens the
route towards random field-induced order48–50 and spin glasses51–54.
These few examples illustrate the promises of the emerging field of
quantum gases in controlled disorder. Here, we review theoretical
and experimental progress in the field and discuss perspectives that
are now within our grasp.

The nature of Anderson localization
Localization, as introduced by Anderson in 1958, is strictly speaking
a single-particle effect5. There are several ways to introduce AL. As it
is a universal phenomenon, they are all almost equivalent. Consider
a free particle of massm and energy E , in a d-dimensional quenched
disordered potentialV (r). Its wavefunctionψ(r) is governed by the
Schrödinger equation

Eψ(r)=−
h̄2∇2

2m
ψ(r)+V (r)ψ(r) (1)
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Box 1 | Ultracold quantum gases.

Creating and manipulating ultracold gases. Ultracold quantum
gases are dilute atomic systems that are cooled to temperatures of
the order of a few tens of nano-Kelvins and confined in immaterial
traps using combinations of magnetic and optic fields14,16. Owing
to strong dilution, the prominent interparticle interactions are
two-body interactions, whereas many-body interactions can
often be ignored. At ultralow temperatures, s-wave scattering
dominates and the interaction is accurately described by a contact
pseudopotential13,15. In the general case of mixtures of atoms in
different species (or different internal states), the physics is thus
governed by the Hamiltonian

Ĥ =
∑
σ

∫
dr Ψ̂ †

σ (r)
[
−
h̄2∇2

2mσ

+Vσ (r)
]
Ψ̂σ (r)

+

∑
σ ,σ ′

gσ ,σ ′
2

∫
dr Ψ̂ †

σ (r)Ψ̂
†
σ ′(r)Ψ̂σ ′(r)Ψ̂σ (r) (2)

where Ψ̂σ andmσ are the field operator and themass of an atom of
species σ , respectively. The first integral in equation (2) represents
the single-particle Hamiltonian, where the potential Vσ (r) is
controlled by the configuration of the magnetic and/or optic
fields (Fig. B1a). In most cases, it is nearly a harmonic trap14,16
(Vσ (x,y,z)=

∑
ζ∈{x,y,z}mσω

2
σ ,ζ ζ

2/2, where ωσ ,ζ is the trap fre-
quency in the ζ direction for an atom of species σ ), the anisotropy
of which can be adjusted in experiments. For instance, making it
strongly anisotropic offers the possibility to produce one-104,105 or
two-27 dimensional gases. Another possibility is to create a guide
for the atoms using a strongly focused laser beam106. The second
integral in equation (2) represents the interaction operator, where
gσ ,σ ′ is the coupling constant for interacting atoms of same or dif-
ferent species (gσ ,σ ′ > 0 and gσ ,σ ′ < 0 correspond to repulsive and
attractive interactions, respectively). The value and the sign of gσ ,σ ′
can be controlled in quantum gases using Feshbach resonances21.
Optical lattices. Considering different limits of the Hamiltonian

in equation (1) enables us to design various models initially
introduced in the context of condensed-matter physics, but
here in a controlled way. One important example is that of
optical lattices, which are produced from the interference
pattern of several laser beams20,21. The matter–light interaction
creates a periodic potential whose geometry and amplitude
are determined by the laser configuration and intensity. Both
can be controlled in experiments. For instance, using pairs of
counterpropagating laser beams (Fig. B1b), the lattice potential
readsV latt

σ (x,y,z)=V 0
σ

∑
ζ∈{x,y,z}cos(2kLζ ), whereV

0
σ is the lattice

depth and kL the laser wavevector. In deep lattices, the atoms are
trapped at the periodically arrangedminima of the lattice potential
(so-called lattice sites). They can jump from site to site through
quantum tunnelling (with a rate J ), and two atoms interact only
in the same site (with an energy U ). This physics is governed
by the Hubbard Hamiltonian, that is, the discrete version of
Hamiltonian (1):

Ĥ = −
∑
σ ,〈j,l〉

Jσ
(
â†
σ ,j âσ ,l+h.c.

)
+

∑
σ ,j

Vσ ,j â
†
σ ,j âσ ,j

+
1
2

∑
σ ,σ ′,j

Uσ ,σ ′ â
†
σ ,j â

†
σ ′,j âσ ′,j âσ ,j (3)

where the sumover 〈j,l〉 covers all pairs of neighbour sites, and âσ ,j
is the annihilation operator of an atomof species σ in site j. Hence,
ultracold atoms (bosons or fermions) in optical lattices mimic the
Hubbard model, which is widely considered in condensed-matter
physics, for instance to capture the essential physics of electrons
in solids. However, in contrast to condensed-matter systems,
Hamiltonian (2) can be shown to be exact in the limit of deep
lattices, low temperature and low interactions19. The parameters
Jσ , Vσ ,j andUσ ,σ ′,j in equation (3) can be calculated ab initio from
the potential Vσ (r)→Vσ (r)+V latt

σ (r) and the coupling constant
gσ ,σ ′ in equation (2), and are thus controllable in experiments.
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Figure B1 | Confining ultracold atoms in magnetic and optical traps. a, Harmonic trapping and laser waveguide (coutesy of V. Josse and P. Bouyer).
Magnetic coils create a nearly harmonic trapping potential, at the bottom of which a degenerate quantum gas, surrounded by a cloud of thermal
atoms, is formed. A focused laser beam, which creates an almost one-dimensional waveguide, is also represented. b, Optical lattice. The
interference pattern of pairs of counterpropagating laser beams forms a periodic potential (represented here in two dimensions). The atoms are
trapped in the lattice sites, but they can tunnel from site to site with a tunnelling rate J and interact when placed in the same site with an energy U.

In free space, ψ(r) is an extended plane wave, but it can be shown
rigorously55,56 that, in the presence of disorder, any solution with
arbitrary E is exponentially localized in one dimension, that is,
ln(|ψ(z)|) ∼ |z |/Lloc, with localization length Lloc(E) ∝ lB (where
lB is the transport (Boltzmann) mean-free path). Even though

Lloc often increases with E , it is striking that interference effects
of multiply scattered waves are strong enough to profoundly
affect ψ(z) even for very high energies. In two dimensions, the
situation is similar57, but interference effects are weaker, and
Lloc∝ lBexp(πklB/2), where k=

√
2mE/h̄ is the particle wavevector
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Box 2 | Creating controlled disordered potentials

In atomic gases, disorder can be created in a controlled way. For
instance, the so-called speckle potentials are formed as follows107.
A coherent laser beam is diffracted through a ground-glass plate
and focused by a converging lens (Fig. B2a). The ground-glass
plate transmits the laser light without altering the intensity, but
imprints a random phase profile on the emerging light. Then,
the complex electric field E(r) on the focal plane results from the
coherent superposition of many independent waves with equally
distributed random phases, and is thus a Gaussian random pro-
cess. In such a light field, atoms with a resonance slightly detuned
with respect to the laser light experience a disordered potential
V (r), which, up to a shift introduced to ensure that the statistical
average 〈V 〉 ofV (r) vanishes, is proportional to the light intensity,
V (r) ∝ ±(|E(r)|2 − 〈|E|2〉), an example of which is shown in
Fig. B2b.Hence, the laws of optics enable us to precisely determine
all statistical properties of speckle potentials. First, although the
electric field E(r) is a complex Gaussian random process, the
disordered potential V (r) is not Gaussian itself, and its single-
point probability distribution is a truncated, exponential decaying
function, P(V (r)) = e−1|VR|

−1 exp(−V (r)/VR)Θ(V (r)/VR + 1),
where

√
〈V 2〉 = |VR| is the disorder amplitude and Θ is the

Heaviside function. Both the modulus and sign of VR can be
controlled experimentally30: the modulus is proportional to the
incident laser intensity whereas the sign is determined by the
detuning of the laser relative to the atomic resonance (VR is
positive for ‘blue-detuned’ laser light30,36,39,41, and negative for

‘red-detuned’ laser light35,37,40). Second, the two-point correlation
function of the disordered potential, C2(r) = 〈V (r)V (0)〉, is
determined by the overall shape of the ground-glass plate but
not by the details of its asperities107. It is thus also controllable
experimentally30. There is however a fundamental constraint: as
speckle potentials result from interference between light waves of
wavelength λL coming from a finite-size aperture of angular width
2α (Fig. B2a), they do not contain Fourier components beyond a
value 2kC, where kC= (2π/λL)sin(α). In other words, C2(2k)= 0
for |k|> kC.

Speckle potentials can be used directly to investigate the
transport of matter waves in disordered potentials35–38. They can
also be superimposed on deep optical lattices83. In the latter case,
the physics is described by Box 1 Hamiltonian (3) with Vσ ,j a
random variable whose statistical properties are determined by
those of the speckle potential. In particular,Vσ ,j is non-symmetric
and correlated from site to site. Yet another possibility to create
disorder in deep optical lattices is to superimpose a shallow
optical lattice with an incommensurate period38,42,82. In this case,
Vσ ,j =1cos(2πβj +φ), where 1 and φ are determined by the
amplitude and the phase of the second lattice and β= k2/k1 is the
(generally irrational) ratio of the wavevectors of the two lattices.
Although the quantity Vσ ,j is deterministic, it mimics disorder in
finite-size systems32,33,84,85. In contrast to speckle potentials, these
bichromatic lattices form a pseudorandom potential, which is
bounded (|Vσ ,j |.1) and symmetrically distributed.

x

y
a b

V(r)

z

Ground-glass
plate

Incident
laser

Converging
lens

Potential
 cutoff

Random
phases

Focal plane

2kC

α

Figure B2 | Optical speckle potentials. a, Optical configuration. b, Two-dimensional representation of a speckle potential.

in free space. Hence Lloc explodes exponentially for k > 1/lB,
inducing a crossover from extended to localized states in finite-size
systems. The situation is dramatically different in three dimensions,
where a proper phase transition (the Anderson transition) occurs
at the so-called mobility edge kmob: although low-energy states
with k < kmob are exponentially localized, those with k > kmob are
extended. The exact features of the mobility edge are unknown,
but approximately captured by the Ioffe–Regel criterion58,59, which
basically states that localization requires that the phase accumulated
between two successive deflecting scattering processes is less than
2π. In other words, the de Broglie wavelength must exceed the
memory of the initial particle direction, thus yielding kmob∼1/lB.

Anderson localization of matter waves
Observing AL of matter waves requires meeting several challenging
conditions. First, we must use weak enough disorder that interfer-
ence effects at the origin of AL dominate over classical trapping
in potential minima. Second, we must eliminate all perturbations
such as time-dependent fluctuations of themedium, or interparticle

interactions. Finally, wemust demonstrate exponential localization,
not only suppression of transport, as this can also arise from
classical trapping. Although these conditions are very demanding
in condensed-matter physics, they can be accurately fulfilled with
ultracold atoms, using (1) controlled disorder, (2) negligible inter-
actions, (3) strong isolation from the environment and (4) direct
imaging of atomic density profiles. This way, direct signatures of
AL of non-interacting matter waves were reported in refs 41, 42. As
we shall see, these two experiments are complementary rather than
similar, because they significantly differ as regards both observation
scheme and class of disorder.

In ref. 41, a weakly interacting BEC is created in a trap, which is
abruptly switched off at time t = 0. Then, the condensate expands
in a guide and in the presence of disorder (Fig. 1a), created with
optical speckle (Box 2). This physics is captured by the Gross–
Pitaevskii equation

ih̄
∂ψ

∂t
=−

h̄2∇2

2m
ψ+V (r)ψ+g |ψ |2ψ (4)
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Figure 1 | Experimental observation of Anderson localization of matter
waves with Bose–Einstein condensates. a, Experiment of Institut
d’Optique (courtesy of V. Josse and P. Bouyer): an interacting BEC expands
in a tight one-dimensional guide (in red) in the presence of a speckle
potential (in blue). The expansion stops in less than 500 ms and the density
profile of the condensate is directly imaged (shown in orange–green; from
the data of ref. 41). The column density, plotted in semilogarithmic scale in
the inset, shows a clear exponential decay characteristic of Anderson
localization. The localization length Lloc, extracted by fitting an exponential
exp(−2|z|/Lloc) to the experimental profiles, shows a good agreement with
theoretical calculations34. b, Experiment of LENS (adapted from ref. 42
with permission of the authors): a non-interacting BEC is created in a
combination of a harmonic trap and a one-dimensional bichromatic lattice.
The plot shows the exponent α of a fit of a function exp(−|(x−x0)/l|α) to
the tails of the condensate at equilibrium in the combined potential, versus
the ratio of the disorder strength (1) to the site-to-site tunnelling rate (J).
The onset of localization corresponds to the crossover to α→ 1 for1/J>9.
The inset shows a plot of the density profile of the condensate together
with the fit for1/J= 15. Error bars in a inset and b correspond to 95%
confidence intervals for the fitted values (±2 s.e.m.).

which corresponds to Hamiltonian (2) in the mean-field regime.
The dynamics of the BEC can be understood in a two-stage
scheme34. In the first stage, it is dominated by interactions and the
BEC expands, creating a coherent wavefunction with a stationary
momentum distribution, D(k) ∝ 1− (kξ)2, where ξ = h̄/

√
4mµ

is the initial healing length, which measures the initial interaction
strength13, and µ is the initial chemical potential of the BEC. In the
second stage, once the expansion has strongly lowered the atomic
density |ψ(z)|2, the interaction term vanishes and we are left with a
superposition of (almost) non-interacting wavesψk ; the population
of each isD(k). Then eachψk eventually localizes by interactingwith
the disordered potential, so that ln(|ψk(z)|)∼ |z |/Lloc(k), and the
total BEC density reduces to34 nBEC(z)'

∫
dk D(k)〈|ψk(z)|2〉. Direct

imaging of the localized matter wave reveals exponentially decaying

tails41, with a localization length equal to that of a non-interacting
particle with momentum k = 1/ξ (inset of Fig. 1a). Hence, this
experiment corresponds to a ‘transport scheme’, which probes AL
of non-interacting particles with a wavevector controlled by the
initial interaction, through the healing length ξ .

In contrast, the experiment of ref. 42 uses a ‘static scheme’. The
interactions are switched off already in the trap using Feshbach
resonances, so that the gas is created in a superposition of a few
(typically one to three) low-energy, single-particle eigenstates. They
are subsequently imaged in situ, revealing exponentially decaying
tails (inset of Fig. 1b). It is worth noting that ref. 42 uses a
one-dimensional quasiperiodic, incommensurate lattice (Box 2),
thus realizing the celebrated Aubry–Andrémodel60,61

Ĥ =−
∑
〈j,l〉

J
(
â†
j âl+h.c.

)
+

∑
j

1cos(2πβj+φ)â†
j âj (5)

that is, Box 1 equation (3) with U = 0, Vj =1cos(2πβj+φ), and
β an irrational number. Different from the case of truly disordered
potentials, there is a metal–insulator transition (mobility edge) in
one dimension, which is theoretically expected at 1/J = 2 and
experimentally observed as a crossover from Gaussian (α ' 2) to
exponential (α' 1) tails (Fig. 1b).

These works open new horizons to further deepen our
knowledge of AL in various directions. In one dimension, although
all states are localized, subtle effects arise in correlated disorder,
for instance in speckle potentials34. To lowest order in the
disorder amplitude, VR =

√
〈V (z)2〉, the Lyapunov exponent,

γ (k) = 1/Lloc(k), can be calculated analytically62, and we find
γ (k) ∝ 〈V (2k)V (−2k)〉/k2, reflecting in particular the role of
coherent second-order back-scattering, +k→−k→+k, in the
localization process. As the power spectrum of speckle potentials
has a cut-off kC, such that C2(2k) = 〈V (2k)V (−2k)〉 = 0 for
k > kC (Box 2), we find an abrupt change (effective mobility
edge) in the k-dependence of γ for weak disorder63,64: although
γ (k)∼ V 2

R for k < kC, higher-order scattering processes dominate
for k> kC and γ (k)∼V 4

R .
In dimensions higher than one, the self-consistent theory of

localization65 enables us to calculate Lloc and shows a mobility
edge in three dimensions. It is however known that it is not fully
exact owing to uncontrolled approximations, which in particular
ignore large fluctuations near the Anderson transition. Therefore,
a major challenge for disordered, ultracold atoms is to extend the
works of refs 41, 42 to two66,67 and three68 dimensions. Observing
the three-dimensional mobility edge would be a landmark result,
which might stimulate further theoretical developments and drive
new approaches by providing precise measurements of the mobility
edge kmob. Even more important would be the determination
of the critical exponent ν, such that Lloc ∼ (Emob − E)−ν for
E .Emob, which is debated68.

Interactions versus Anderson localization
Another outstanding challenge is to understand how interactions
affect localization, a question that has proved puzzling ever since AL
was introduced69. It might be believed that even weak interactions
destroy localization. Different approaches however provide appar-
ently contradicting answers in different transport schemes. For in-
stance, recent numerical calculations70 suggest that, for expanding
BECs, repulsive interactions destroy AL beyond a given threshold.
Conversely, other results71 predict that localization should persist
even in the presence of interactions. Finally, in transmission ex-
periments (which amount to releasing a monokinetic wavepacket
to a disordered region and measuring transmission), perturbative
calculations and numerical results indicate that repulsive interac-
tions decrease the localization length before completely destroying
localization72. As a nonlinear term is naturally present in BECs
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Figure 2 | Effect of interactions in disordered Bose and Fermi gases. The gas is described using the single-particle (non-interacting) states |χν〉. In the
presence of disorder, these states, which are localized and distributed in a given volume, are represented by the spheres (in red when they are populated).
Bose gas: for non-interacting bosons (top, central panel), only the ground state, |χ0〉, is populated. Then, attractive interactions (top, left panel) tend to
contract this state, thus favouring localization. Conversely, repulsive interactions (top, right panel) work against localization by populating more and more
|χν〉 states. Fermi gas: in the absence of interactions, a gas of N fermions populates the N lowest-energy |χν〉 states (bottom, central panel). Then, each
state tends to extend under the action of attractive interactions as for maximizing the overlap between different populated |χν〉 states (bottom, left panel).
Conversely, for repulsive interactions, they tend to minimize their mutual overlap, thus favouring localization (bottom, right panel).

(see the last term of equation (4)), and can be controlled through
Feshbach resonances42, transport experiments with interacting
condensates are particularly promising to address this question.

A different approach to the interplay of interactions and
localization consists in considering a Bose gas at equilibrium in a
d-dimensional box of volumeΩ in the presence of interactions and
disorder (Fig. 2). For vanishing interactions and zero temperature,
all bosons populate the single-particle ground state, |χ0〉. Very
weak attractive interactions are expected to favour localization
by contracting the Bose gas, but also induce instabilities for
moderate interactions, pretty much like the case for trapped BECs
(ref. 13). Conversely, weak to moderate repulsive interactions
do not much affect stability, but work against localization, by
populating an increasing number of single-particle states, |χν〉.
Weak interactions populate significantly only the lowest-energy
states. As they are strongly bound in rare, low-energy modulations
of the potential, their mutual overlap is small. The gas then
forms a Fock state, |Ψ〉 ∝

∏
ν(b

†
ν)

Nν |0〉, where b†
ν is the creation

operator in state |χν〉. The population Nν of each is determined by
the competition between single-particle energy εν and interaction
within each state |χν〉. This results in the characteristic equation
of state73, Ng =

∫ µ dε DΩ (ε)(µ − ε)P(ε), where DΩ (ε) is the
density of states and Pν=1/

∫
dr|χν(r)|4 is the participation volume

of |χν〉. This state is an insulator with finite compressibility,
κ = ∂N/∂µ, and can thus be referred to as a Bose glass46,47. It
attains particularly interesting features in disordered potentials
bounded below (that is, when V (r)&Vmin everywhere), for which
Lifshitz has shown74 that the relevant single-particle states are
determined by large-scale modulations of the potential. As they
are exponentially far apart, the density of states is exponentially
small, DΩ (ε)∼ exp[−c(ε−Vmin)−d/2]. As we can see, the equation
of state is determined by both the density of states DΩ (ε) and
the localization through P(ε) in the Lifshitz tail, which leads us
to name this state the Lifshitz–Anderson glass73. In the opposite

limit of strong interactions, there are very many populated states
|χν〉, which thus overlap, and the above description breaks down. In
turn, the gas forms an extended, connected (quasi-) BEC of density
n(r) = [µ− V (r)]/g , which is well described in the mean-field
approach75. This state is a superfluid. Finally, the intermediate
region interpolates between the Lifshitz–Anderson glass and the
BEC regime. Then, the Bose gas separates into fragments, forming
a compressible insulator (Bose glass). The characteristic features of
the fragments can then be estimated in themean-field framework76.

The description above is consistent with the idea that even
weak interactions destroy single-particle localization. However, in
interacting systems the relevant states are not the single-particle
eigenstates, but of collective nature; for interacting BECs, they
are Bogolyubov quasiparticles13. We then find that, although
the ground state is extended, the Bogolyubov quasiparticles are
localized44,45,77. Their localization properties however differ from
those of Schrödinger particles, owing to a strong screening of
disorder45. In one dimension, the Lyapunov exponent of a Bo-
golyubov quasiparticle reads 0(k)=[S(k)]2γ (k), where γ (k) is the
single-particle Lyapunov exponent and S(k)= 2(kξ)2/(1+2(kξ)2)
is the screening function. We thus find that in the phonon regime
(k � 1/ξ) the screening is strong and 0(k)� γ (k). Conversely,
in the free-particle regime (k � 1/ξ) the screening vanishes
and 0(k)' γ (k). Hence, surprisingly, localization can survive in
the presence of strong mean-field interactions. This poses new
challenges to ultracold atoms. Not only should many-body AL
be directly observable, but also possible consequences on quan-
tum coherence might be seen, in sound-wave propagation or
thermalization processes.

Fermi systems and ‘dirty’ superconductors
Consider now a Fermi gas, and focus again on the ground-state
properties (Fig. 2). In the absence of interactions, the gas of
N fermions populates the N lowest single-particle states. For
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low density, short-range interactions do not play a significant
part, as the populated states are spatially separated. However,
for large enough density, they do overlap. Then, for repulsive
interactions, each populated state tends to contract to minimize
its overlap with other populated states, thus favouring localization.
Conversely, for attractive interactions, the populated states tend to
extend to maximize their overlap, thus favouring delocalization.
Hence, strikingly, interactions have opposite consequences for
fermions and bosons.

Perhaps even more fascinating is the possibility to study ‘dirty’
Fermi liquids. Experiments with two-component Fermi gases (such
as 6Li or 40K), with interactions controlled by Feshbach resonances,
have already significantly advanced our understanding of the
so-called BEC–BCS crossover15,16. On the attractive side of the
resonance and for weak interactions, the Fermi superfluid is well
described by the Bardeen–Cooper–Schrieffer (BCS) theory and
formation of spatially extended Cooper pairs consisting of two
fermions of opposite spins and momenta. On the repulsive side,
pairs of fermions form bosonic molecules, which undergo Bose–
Einstein condensation. Although disorder should not significantly
affect pairing, BCS superfluidity and BEC superfluidity are expected
to react differently to disorder78,79. The famous Anderson theorem80

indicates that disorder should not affect very much the BCS
superfluid owing to the long-range and overlapping nature of
the Cooper pairs. Conversely, disorder should seriously affect the
molecular BEC, enhancing phase fluctuations.

Strongly correlated lattice gases
Strong interactions are also very important in various disordered
systems, such as superfluids in porous media or ‘dirty’ supercon-
ductors. Metal–insulator transitions attain a particularly interest-
ing, but not fully understood, character in lattice systems. In this
respect, the Bose–Hubbard model,

Ĥ =−
∑
〈j,l〉

J (â†
j âl+h.c.)+

∑
j

Vj â
†
j âj+

1
2

∑
j

Uâ†
j â

†
j âj âj (6)

is central in condensed-matter physics47, for it forms a tractable
model, which captures the elementary physics of strongly inter-
acting systems. Hamiltonian (6) describes bosons, in a lattice with
inhomogeneous on-site energies Vj , which can tunnel between
neighbour sites with rate J , and interact when placed in the same
site with interaction energy U . Interestingly, this model contains
the most fundamental two phenomena underlying metal–insulator
transitions. They correspond to the Anderson transition5,6 in the
absence of interactions (U = 0) as discussed above, and to the
Mott transition81 in the absence of disorder (V = 0). In systems
dominated by repulsive interactions, density fluctuations, which are
energetically costly, are suppressed, and aMott insulator (MI) state,
|ΨMI〉 ∝

∏
j(â

†
j )n|0〉, is formed. Then, the number of bosons per

site, n= [µ/U + 1] is determined, and phase coherence between
the lattice sites vanishes. MIs are insulating, incompressible and
gapped, as the first excitation corresponds to transferring one
atom from a given site to another, which costs the finite energy
U . At the other extreme, when tunnelling dominates, the bosons
form a superfluid state, |ΨSF〉 ∝ (

∑
j â

†
j )N |0〉, with normal density

fluctuations and perfect coherence between the lattice sites. This
state is gapless and compressible.

In the presence of disorder, a glassy phase is formed, which
interpolates between Lifshitz–Anderson glass for weak interactions
and Bose glass for strong interactions47. The latter can be
represented as |ΨBG〉∝

∏
j(â

†
j )nj |0〉with nj =[(µ−Vj)/U+1]. This

phase is thus insulating but compressible and gapless because the
ground state is quasidegenerate, as in many other glassy systems47.
With the possibility of realizing experimentally systems exactly
described by Hubbard models (Box 1), ultracold atoms in optical

lattices also offer here unprecedented opportunities to investigate
this physics in detail, and to directly observe the Bose glass, which
has not been possible in any system so far. Two experimental groups
have made the first steps in this direction82,83. The authors of ref. 82
applied a bichromatic, incommensurate lattice to one-dimensional
Mott insulators. With increasing disorder, a broadening of Mott
resonances was observed, suggesting a vanishing of the gap and
transition to an insulating state with a flat density of excitations.
Intensive theoretical studies have been devoted to understanding
these results, using quantum Monte Carlo84 and density-matrix
renormalization-group85 techniques. The results of ref. 84 suggest
that, in the conditions of ref. 82, we should expect a complex
phase diagram with competing regions of gapped, incompressible
band-insulator and compressible Bose-glass phases. Clearly, new
and more precise detection schemes are needed to characterize this
kind of physics, such as direct measurements of compressibility86 or
condensate fraction in superfluid, or coexisting superfluid and MI
phases. The latter has been approached experimentally in ref. 83,
where disorder-induced suppression of the condensate fraction in a
lattice with superimposed speckle was observed.

We can also investigate the corresponding Fermi counterparts
with ultracold atoms. These systems are particularly interesting as
they would mimic superconductors, even better than bosons. In
this respect, an outstanding challenge is definitely to understand
high-critical-temperature (high-TC) superconductors, and possibly
important effects of disorder in these systems. Consider the two-
component (σ ∈{↑,↓}) Fermi–HubbardHamiltonian

Ĥ = −
∑
σ ,〈j,l〉

Jσ
(
â†
σ ,j âσ ,l+h.c.

)
+

∑
σ ,j

Vσ ,j â
†
σ ,j âσ ,j

+

∑
j

Uâ†
↑,j â

†
↓,j â↓,j â↑,j (7)

For weak interactions, we have a Fermi liquid similar to that
discussed above. For strong interactions and low temperature,
T . U/kB, where kB is the Boltzmann constant, the Fermi gas
enters an MI state, pretty much like that for bosons, but with
a single (n = 1) fermion per site (either ↑ or ↓). Evidence
of vanishing double occupancy and incompressibility have been
reported recently in gaseous Fermi MIs (refs 23, 24). Then, in
the presence of disorder (Vj 6= 0 in Hamiltonian (7)), various
phases could be searched for, such as Fermi glasses. At even
lower temperatures, spin exchange starts to have a role, and a
transition from paramagnetic to antiferromagnetic insulator phases
is predicted for the Néel temperature TN ∼ 4J 2/kBU in non-
disordered systems87. Interestingly, the interplay of interactions
and disorder might lead to the appearance of new ‘metallic’
phases between the Fermi glass and the MI. Hence, dynamical
mean-field theory88 at half-filling predicts that disorder tends
to stabilize paramagnetic and antiferromagnetic metallic phases
for weak interactions. For strong interactions, however, only the
paramagnetic Anderson–Mott insulator (for strong disorder) and
antiferromagnetic insulator (forweak disorder) phases survive.

Simulating disordered spin systems
In condensed-matter physics, other important paradigm models
where disorder induces subtle effects are lattice spin systems,
described by the Hamiltonian

Ĥ =−
∑
〈j,l〉

(
J xj,l Ŝ

x
j · Ŝ

x
l + J

y
j,l Ŝ

y
j · Ŝ

y
l + J

z
j,l Ŝ

z
j · Ŝ

z
l

)
−

∑
j

hj · Ŝj (8)

where Ŝj is the spin operator at the lattice site j, with either random
spin exchange, Jj,l , or randommagnetic field, hj . Ultracold gases can
also simulate this class of systems, although not as straightforwardly
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Figure 3 | The spin-glass problem. An assembly of spins located at the nodes of a cubic lattice interacts according to Hamiltonian (8), where only the
exchange term Jj,l is randomly distributed, and can be either ferromagnetic (F; blue bonds) or antiferromagnetic (AF; red bonds). The ground state of the
system corresponds to the spin configuration that minimizes the total energy. The inherent complexity of spin glasses results from frustration, which
appears when the topography of ferromagnetic and antiferromagnetic bonds makes it impossible to fulfil the local constraints all together. In some
plaquettes of four sites, local minimization is easy, for instance when all bonds are ferromagnetic (left disc) or antiferromagnetic (central disc). In some
others, it leads to frustration, for instance for odd numbers of ferromagnetic and antiferromagnetic bonds (right disc). In the latter case, at least one spin is
frustrated, that is its spin orientation is not determined. Hence, frustration is at the origin of a manifold of metastable states, which corresponds to
configurations with similar energies.

as for Hubbard models. Consider a two-component (Bose–Bose
or Fermi–Bose) ultracold gas in an optical lattice, as described by
Hamiltonian (3). In the strongly correlated (Mott-like) regime, the
couplings between the particles can be understood as exchange-
mediated interactions between composite (bosonic or fermionic)
particles89,90. We can then frequently map Hamiltonian (3) onto
Hamiltonian (8), with spins encoded in the internal (spin or
pseudospin) states of the composite particles. The couplings Jj,l
and hj in the resulting effective spin Hamiltonian can be calculated
analytically, but have a rather complicated dependence on the
parameters of Hamiltonian (3). In the presence of disorder, these
parameters are random49,54 and we can reach various limiting
cases corresponding to Fermi glass, quantum spin glass and
quantum percolation53.

Particularly promising is the possibility of simulating spin
glasses53 (Fig. 3), for which only the exchange term, Jj,l , is randomly
distributed. Finding the phase diagram of (even classical) spin
glasses is an outstanding challenge in condensed-matter physics.
The nature of spin glasses is still debated and there exist competing
theories: the Parisi replica symmetry breaking51 and the Nelson–
Huse droplet model52. Ultracold atoms might contribute to the
resolution of this issue, not only on the classical level but also on
the quantum level, because they offer original ways of carrying out
quenched averages. Importantly, with a view towards testing the
replica theory, overlap between two spin configurations between
two (or more) replicas can be measured directly by preparing a pair
of two-dimensional lattices with the same realization of disorder91.
Quenched averages for systems with binary disorder can also be
simulated by replacing the classical disorder variables by quantum
1/2-spins, and preparing them in a superposition state92.

Another fascinating possibility is to simulate various random
field-induced order (RFIO) phenomena in systemswith continuous

symmetry, such as BECs or XY -spin models with U (1) symmetry,
or Heisenberg models with SU (2) symmetry49,50. A prototype
model93 is the two-dimensional XY version of Hamiltonian (8)
with fixed exchange Jj,l but random field hj . In the absence of
disorder, symmetry leads to strong fluctuations, which suppress
long-range order, according to the Mermin–Wagner–Hohenberg
theorem. Disorder distributed in a symmetric way suppresses
ordering even more. However, disorder that breaks symmetry
might actually favour ordering. This model can be implemented
within Bose–Bose mixtures49,50, where random uniaxial hj can be
implemented using two internal states of the same atom, coupled
through a random Raman field, h̄Ω(r)Ψ1(r)†Ψ2(r)+h.c. To break
the continuous symmetry, we use a Raman coupling with constant
phase, but random strength. In lattice systems, RFIO shows up
but is limited by finite-size effects, even in very large systems49.
In this respect, ultracold atoms offer an alternative and fruitful
route. Indeed, RFIO turns out to be particularly efficient in two-
(or multi-) component BECs in the mean-field regime, where the
energy functional reads 1E ' dr n[(h̄2/4m)(∇θ)2+ h̄Ω(r)cos(θ)],
with n(r) the atomic density and θ(r) = θ1(r) − θ2(r) the
phase difference between the two BECs. This is the continuous
counterpart of the two-dimensional XY lattice model. Then, RFIO
manifests itself as a fixed θ(r) = ±π/2, and thus enables us to
control the relative phase between the components50. This is a
striking example where ultracold atoms can be used to not only
simulate classic models, but also offer new and fruitful viewpoints
on fundamental issues.

Further directions
The limited size of the present review has not enabled us to
discuss all interesting directions that can be tackled with ultracold
atomic systems. Two-component (Bose–Bose or Bose–Fermi)
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mixtures offer an alternative method to create disorder in optical
lattices, namely, by quenching one component in random sites,
to form a background of randomly distributed impurities92,94.
Theoretical analysis using the Gutzwiller method confirms the
appearance of incompressible MI and partially compressible Bose-
glass phases95. The idea of freezing the motion of the second species
to form random impurities (that is, classical disorder) can be
generalized to freezing of any quantum state96. In this case, the
system does not involve any classical disorder, but nevertheless
localization occurs, owing to quantum fluctuations in the frozen
state of the second species.

We can even relax the freezing condition and consider, say,
two bosonic species, one of which tunnels much more slowly
than the other, forming quasistatic disorder. In a large region of
parameters (for repulsive interspecies interactions), the ground
state corresponds to full phase segregation. In practice, it is marked
by a large number of metastable states in which microscopic
phase separation occurs, reminiscent of emulsions in immiscible
fluids97. Such quantum emulsions are predicted to have very similar
properties to the Bose-glass phase, that is, compressibility and
absence of superfluidity. Such quasistatic or even time-dependent
disorder effects have been suggested to underlie the rather large
shift of the SF–MI transition in Bose–Fermi98,99 and Bose–Bose100
mixtures. This issue was rather controversial, and the most recent
works suggest that, although the fermions tend to localize the
bosons for attractive boson–fermion interactions, higher Bloch
bands have a significant role101–103.
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We study Anderson localization in a disordered potential combined with an inhomogeneous trap. We

show that the spectrum displays both localized and extended states, which coexist at intermediate

energies. In the region of coexistence, we find that the extended states result from confinement by the

trap and are weakly affected by the disorder. Conversely, the localized states correspond to eigenstates of

the disordered potential, which are only affected by the trap via an inhomogeneous energy shift. These

results are relevant to disordered quantum gases and we propose a realistic scheme to observe the

coexistence of localized and extended states in these systems.

DOI: 10.1103/PhysRevLett.106.040601 PACS numbers: 05.60.Gg, 03.75.Ss, 67.85.�d, 72.15.Rn

Disorder underlies many fields in physics, such as elec-
tronics, superfluid helium and optics [1–3]. It poses chal-
lenging questions, regarding quantum transport [4] and the
interplay of disorder and interactions [5]. In this respect,
ultracold gases offer exceptionally well controlled simu-
lators for condensed-matter physics [6] and are particularly
promising for disordered systems [7]. They recently al-
lowed for the direct observation of one-dimensional (1D)
Anderson localization of matter waves [8–11]. It should be
noticed, however, that ultracold gases do not only mimic
standard models of condensed-matter physics, but also
raise new issues which require special analysis in its own
right. For instance, they are most often confined in spatial
traps, which has significant consequences. On the one
hand, retrieving information about bulk properties requires
specific algorithms [12]. On the other hand, trapping in-
duces novel effects, such as the existence of Bose-Einstein
condensates in low dimensions [13], and suppression of
quantum tunneling in periodic lattices [14].

Consider Anderson localization [15]. In homogeneous
disorder, linear waves can localize owing to coherent mul-
tiple scattering, with properties depending on the system
dimension and the disorder strength [1]. A paradigm of
Anderson localization is that localized and extended states
generally do not coexist in energy. This relies on Mott’s
reductio ad absurdum [1]: Should there exist a localized
state and an extended state with infinitely close energies for
a given configuration of disorder, an infinitesimal change
of the configuration would hybridize them, forming two
extended states. Hence, for a given energy, almost all states
should be either localized or extended. Exceptions only
appear for specific models of disorder with strong local
symmetries [16]. Then, a question arises: Can inhomoge-
neous trapping modify this picture so that localized and
extended states coexist in energy?

In this Letter, we study localization in a disordered poten-
tial combinedwith an inhomogeneous trap. The central result
of this work is the coexistence, at intermediate energies, of

two classes of eigenstates. The first class corresponds to
states which spread over the full (energy-dependent) classi-
cally allowed region of the bare trap, and which we thus
call ‘‘extended.’’ The second class corresponds to states of
widthmuch smaller than the trap size, which are localized by
the disorder, and which we thus call ‘‘localized.’’ We give
numerical evidence of the coexistence of extended and lo-
calized states for different kinds of traps.We show that while
the extended states are confined by the trap and weakly
affected by the disorder, the localized states correspond
to eigenstates of the disordered potential, which are only
affected by the trap via an inhomogeneous energy shift.
Finally, we propose an experimentally feasible scheme using
energy-selective time-of-flight techniques to observe this
coexistence with ultracold Fermi gases.
Let us consider a d-dimensional gas of noninteracting

particles of mass m, confined into a spatial trap VTðrÞ
and subjected to a homogeneous disordered potential
VðrÞ of zero average, amplitude VR and correlation length
�R. Hereafter, we use ‘‘red-detuned’’ speckle potentials
(VR < 0), which are relevant to quantum gases [7,17].
For the trap, we take VTðrÞ ¼ ð@2=2ma2Þjr=aj�, being a
the trap length scale. For instance, � ¼ 1 and a ¼ L=2
for a homogeneous box of length L, while � ¼ 2 and

a ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
@=m!

p
for a harmonic trap of angular frequency !.

We numerically compute the eigenstates jc ni and eigene-
nergies En of the Hamiltonian

Ĥ ¼ �@
2r2=2mþ VðrÞ þ VTðrÞ: (1)

The eigenstates are characterized by their center of mass,

rn � hc njr̂jc ni, and spatial extension (rms size), �rn �
ðhc njr̂2jc ni � r2nÞ1=2. The quantity �rn quantifies local-
ization: the smaller, the more localized.
Numerical results for the 1D (d ¼ 1) case are reported in

Fig. 1. In infinite, homogeneous disorder (� ¼ 1, L ¼ 1),
all states jc ni are localized, uniformly distributed in
space, and, for most models of disorder, their extension
�zn increases with the energy [18]. As Figs. 1(a) and 1(f)
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show, using a finite flat box (L <1) only induces a trivial
finite-size effect: For low-enough energy E, we find
�zn � L and the states are not significantly affected by
the finite size of the box. For larger energies, however,
boundary effects come into the picture. The states are
centered close to the box center and their extension

saturates to the value obtained for a plane wave (�z0 ¼
L=2

ffiffiffi
3

p
). A central outcome of these results is that the curve

giving �zn versus E displays a single branch. In particular,
there is no energy window where localized and extended
states coexist. This holds independently of the finite box
size and is in agreement with Mott’s argument [1].

For inhomogeneous traps (�<1), we find a com-
pletely different behavior. The curves giving �zn and zn
versus E now display two clearly separated branches [see
Figs. 1(b)–1(e) and 1(g)–1(j)]. For low energy, the states
are strongly localized and, for E> 0, they are roughly
uniformly distributed in a region bounded by the
(energy-dependent) classical turning points, zclðEÞ, defined
as the solutions of VTðzclÞ ¼ E. For higher energy, the
extension of the states corresponding to the upper branch
in Figs. 1(b)–1(e) grows and eventually saturates to that of
the eigenstates of the nondisordered trap, �z0ðEÞ. The
centers of mass of these states approach the trap center
and form the horizontal branch in Figs. 1(g)–1(j). This
branch corresponds to extended states. It is easily inter-
preted in terms of finite-size effects, similarly as for a finite
flat box. The lower branch in Figs. 1(b)–1(e) is more sur-
prising. It identifies strongly localized states of relatively
large energy. It has no equivalent in the flat box and cannot
be interpreted as a finite-size effect. The corresponding
states are located close to the classical turning points
zclðEÞ and form the outer branches in Figs. 1(g)–1(j). As
Fig. 1 shows, this holds for all inhomogeneous traps. When

the trap power � increases, the branch of extended states
gets denser at the expense of that of localized states, and
completely vanishes for � ¼ 1 (homogeneous box).
The coexistence of localized and extended states in the

same energy window for disordered traps is confirmed on
more quantitative grounds in the last row of Fig. 1. It shows
the full density of states (solid black line), as well as the
density of localized (�<, solid red line) and extended (�>,
dashed blue line) states [19]. The different nature of the
localized and extended states is even more striking when
one studies the wave functions. Let us focus for instance on
the harmonic trap (� ¼ 2) and on a narrow slice of the
spectrum around E� 4jVRj, where �<=� ’ 14% of the
states are localized [20]. Figure 2(a) shows the spatial
density jc nðzÞj2 of all states found for a single realization
of the disorder. We can clearly distinguish localized (thick
red lines) and extended (thin blue lines) states, which
shows that they coexist in the same energy window for
each realization of the disorder. The localized states are
very narrow and present no nodes (e.g., states A and E) or
a few nodes (e.g., states C and H). They may be identified
as bound states of the local deep wells of the disordered
potential, similarly as the lowest-energy states creating the
Lifshits tail in bare disorder [18]. To confirm this, let us
decompose the eigenstates jc ni of the disordered trap onto
the basis of the eigenstates j�pi of the bare disordered

potential [i.e., Hamiltonian (1) with VT � 0], associated to
the eigenenergies �p. For a localized state jc ni, we find

jh�pjc nij2 � 1 for a single state j�pi such that �0p ’ En,

where �0p ¼ �p þ h�pjVTðzÞj�pi is the eigenenergy of

j�pi shifted by the trapping potential [see Fig. 2(b)].

Conversely, the same decomposition for an extended state
shows a broad distribution of amplitude much smaller than
unity. A localized state jc ni of the disordered trap thus

FIG. 1 (color online). Extension (a)–(e), center of mass (f)–(j) and density of states (DOS) (k)–(o) of the eigenstates versus energy in
various kinds of 1D disordered traps. The plots result from accumulation of numerical data over 5000 realizations of a red-detuned
speckle potential with m�2

RjVRj=@2 ¼ 0:256. The first column refers to a flat box of length L ¼ 500�R. The curved line in (a)
corresponds to an infinite system [28] and the horizontal line is �z0 ¼ L=2

ffiffiffi
3

p
. The other columns refer to inhomogeneous traps with

a ¼ 12:5�R and various trap powers �. The solid lines correspond to the nondisordered case, i.e., �z0 in panels (b)–(e) and�zclðEÞ in
panels (g)–(j). The last row shows the full DOS �ðEÞ (solid black line), as well as the DOS restricted to localized (�<, solid red line)
and extended (�>, dashed blue line) states [19]. The dot-dashed green lines are the nondisordered limits.
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corresponds to a strongly localized state j�pi in the

bare disorder, which is affected by the trap by just the
energy shift h�pjVTðzÞj�pi. We generally find that j�pj �
h�pjVTðzÞj�pi ’ hc njVTðzÞjc ni, and, due to the reduced

spatial extension of jc ni, we get En ’ VTðznÞ [21]. This
explains that the localized states are located close to the
classical turning points, as observed in Figs. 1 and 2(a).

Let us now decompose the states jc ni of the disordered
trap onto the basis of the eigenstates jc 0

pi of the bare trap
[i.e., Hamiltonian (1) with V ¼ 0], associated to the eige-
nenergy E0

p. For a localized state, the distribution is broad.

Conversely, for an extended state, the distribution is sharp
and peaks at E0

p ’ En to a value equal to a fraction of unity

[see Fig. 2(c)]. An extended state may thus be seen as
reminiscent of an eigenstate of the bare trap, which is
weakly affected by the disorder. Still, the main peak in
Fig. 2(c) is smaller than unity. Only for significantly higher
energy, the state jc ni results from weak perturbation of
jc 0

ni, and jhc 0
pjc nij2 displays a main peak of the order of

unity as predicted by standard perturbation theory.
Our results can now be easily interpreted. In bare disor-

der, the typical size �z of the localized states increases

faster than the classically allowed region zcl / E1=� pro-
vided by the trap. For low energy,�z � zcl so that the states
are strongly localized by the disorder and weakly affected
by the trap. For higher energy, however, the disorder would
localize the states on a scale exceeding zcl. The states are
then bounded by the trap and the effect of disorder becomes

small. This forms the branch of extended states in both the
disordered box and traps. In addition, some strongly local-
ized states with very low energy in the bare disorder and
located around point zn are shifted by the trap to approxi-
mately the energy VTðznÞ. This forms the branch of local-
ized states only in disordered traps (�<1) since, in the
box, a state cannot be placed at intermediate energy due to
the infinitely sharp edges. Quantitatively, since the localized
states in the bare disorder are uniformly distributed in space,
the density of localized states can be estimated to roughly

scale as �< / ð1=�Þ � E1=��1, which is consistent with the
disappearance of the branch of localized states when �
grows and with its vanishing for � ¼ 1 (see Fig. 1). Still,
it is striking that localized and extended states can coexist
in the same energy window. The disordered potential
combined with a smooth trap permits localized states to sit
slightly outside the classically allowed region occupied by
extended states [see Fig. 2(a)]. Then, the Mott argument
does not apply here because the spatial segregation can be
strong enough to suppress hybridization for an infinitesimal
change of the disorder configuration.
Let us now discuss a possible scheme to observe the

coexistence of localized and extended states in a disordered
trap. Consider an ideal gas of ultracold fermions prepared in
a given internal state, at temperature T and chemical poten-
tial �. A class of energies jEn � Ej & � [see Fig. 3(a)]
deep in the Fermi sea (i.e., with �� E � kBT) can be
selected by applying a spin-changing radio-frequency (rf)
field of frequency � ¼ E=h and duration �� h=� (with h
the Planck constant) [14,22,23]. The rf field transfers the
corresponding atoms to an internal state insensitive to the
disordered trap. The transferred atoms expand freely, which
provides their momentum distribution:

D E;�ðkÞ ’
X

jEn�Ej&�

jĉ nðkÞj2; (2)

FIG. 2 (color online). Eigenstates for a single realization of a
1D disordered harmonic trap. (a) Non-normalized spatial den-
sities, jc nðzÞj2, vertically displaced to their eigenenergy En.
Thick red lines correspond to localized states, and thin blue
lines to extended states [19]. Note that extended and localized
states may occupy almost-degenerate energy levels (e.g., H and
I). The states C and D are projected: (b) over the eigenstates of
the bare disordered potential, j�pi, and (c) over those of the bare
harmonic trap, jc 0

pi. The parameters are as in Fig. 1.

FIG. 3 (color online). Scheme to observe the coexistence of
localized and extended states in disordered traps (solid red line).
(a) Atoms occupying the eigenstates of energy E�� (shaded
region) are transferred to a different internal state via rf coupling.
The corresponding momentum distribution is then measured by
TOF. (b) Correlation function CE;�ðkÞ (black solid line) and

momentum distribution DE;�ðkÞ (dashed green line, arbitrary

units), for � ¼ 2@!. Inset: CE;�ðkÞ of all states (solid black line),
and separating localized (dashed red line) and extended (dotted
blue line) states [19], for � ¼ 0:01@!. Here E ¼ 4jVRj and the
other parameters are as in Fig. 1.
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where ĉ nðkÞ is the Fourier transform of c nðzÞ [time-of-
flight (TOF) technique]. In the coexistence region, DE;�ðkÞ
has two significantly different contributions: For localized

states, jĉ nðkÞj2 is centered around k ’ 0 with tails of width

�kn � �z�1
n . Conversely, for extended states, jĉ nðkÞj2 is

peaked at k ’ ffiffiffiffiffiffiffiffiffiffi
2mE

p
=@ with long tails towards small mo-

menta. We however found that averaging over realizations
of the disorder blurs the central peak associated to the

localized states in DE;�ðkÞ. In turn, the quantity CE;�ðkÞ �
DE;�ðkÞ �DE;�ð0Þ=DE;�ð0Þ2 displays two distinct peaks

for a rf pulse of realistic durations [see Fig. 3(b)]. The
central one is more pronounced for narrower pulses.
Selecting either the localized states or the extended states
[19] confirms that the central peak corresponds to the local-
ized states and the side peak to the extended states [see Inset
of Fig. 3(b)].

Finally, we have performed similar calculations as above
in a 2D harmonic trap. Figure 4(a) shows the centers of
mass rn of the eigenstates with En ’ 4jVRj, the color scale
giving �rn. Figure 4(b) shows a density plot of �rn versus
jrnj for the same data. Again, the eigenstates clearly sepa-
rate into two classes: Some states are extended (large �rn)
and centered nearby the trap center (small jrnj). The other
states are strongly localized (small �rn) and located

nearby the line of classical turning points (jrnj ’ rclðEÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2E=m!2

p
). Hence, the two classes of states can coexist

at intermediate energies also in 2D disordered traps.
In conclusion, we have shown that, in a disordered

inhomogeneous trap, localized and extended states can
coexist in a given energy window. The localized states
correspond to eigenstates of the disordered potential which
are only affected by the trap via an inhomogeneous energy
shift. Conversely, the extended states spread over the clas-
sically allowed region of the trap and are weakly affected
by the disorder. This effect is directly relevant to present-
day experiments with disordered quantum gases, which are
most often created in harmonic traps [11,24–27]. We have

proposed a realistic scheme to observe it in these systems.
In the future, it would be interesting to extend our results to
higher dimensions and to other kinds of inhomogeneous
disordered systems.
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BILLY J., Ph-D thesis, Université Paris-sud, Orsay, France (2010); available online under
<http://tel.archives-ouvertes.fr/tel-00492482/en/>.



230 Laurent Sanchez-Palencia

BILLY J., JOSSE V., ZUO Z., BERNARD A., HAMBRECHT B., LUGAN P., CLÉMENT D.,
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LESCHKE H., MÜLLER P., and WARZEL S., in Interacting Stochastic Systems, edited by
DEUSCHEL J.-D. and GREVEN A., p. 119 (Springer, Berlin, 2005).

LEVINE D. and STEINHARDT P.J, Quasicrystals: A new class of ordered structures, Phys. Rev.
Lett. 53, 2477 (1984).

LEVINSEN J., TIECKE T.G., WALRAVEN J.T.M., and PETROV D.S., Atom-dimer scattering
and long-lived trimers in fermionic mixtures, Phys. Rev. Lett. 103, 153202 (2009).

LEWENSTEIN M., SANPERA A., AHUFINGER V., DAMSKI B., SEN A.(DE), and SEN U.,



REFERENCES 241

Ultracold atomic gases in optical lattices: Mimicking condensed-matter physics and beyond,
Adv. Phys. 56, 243 (2007).

LEWENSTEIN M., SANTOS L., BARANOV M.A., and FEHRMANN H., Atomic Bose-Fermi
mixtures in an optical lattice, Phys. Rev. Lett. 92, 050401 (2004).

LIFSHITS I.M., GREDESKUL S.A., and PASTUR L.A., Introduction to the Theory of Disor-
dered Systems (Wiley, New York, 1988).

LIFSHITZ I.M., The energy spectrum of disordered systems, Adv. Phys. 13, 483 (1964).

LLOYD S., Universal quantum simulators, Science 273, 1073 (1996).

LONDON F., The lambda.-phenomenon of liquid helium and the Bose-Einstein degeneracy, Na-
ture 141, 643 (1938).

LUGAN P., Ultra-cold Bose gases in random potentials: Collective excitations and localization
effects, Ph-D thesis, Ecole Polytechnique, Palaiseau, France (2010); available online under
<http://tel.archives-ouvertes.fr/tel-00468888/en/>.

LUGAN P., ASPECT A., SANCHEZ-PALENCIA L., DELANDE D., GRÉMAUD B., MÜLLER
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NIKOV G.V., HÄNSCH T.W., and BLOCH I., Tonks-Girardeau gas of ultracold atoms in an
optical lattice, Nature 429, 277 (2004).

PARISI G., Mean field theory for spin glasses, Phys. Rep. 67, 25 (1980).

PASIENSKI M., MCKAY D., WHITE M., and DEMARCO B., A disordered insulator in an
optical lattice, Nature Phys. 6, 677 (2010).

PAUL T., SCHLAGHECK P., LEBOEUF P., and PAVLOFF N., Superfluidity versus Anderson
localization in a dilute Bose gas, Phys. Rev. Lett. 98, 210602 (2007).

PEIK E., BEN DAHAN M., BOUCHOULE I., CASTIN Y., and SALOMON C., Bloch oscilla-
tions of atoms, adiabatic rapid passage, and monokinetic atomic beams, Phys. Rev. A 55, 2989
(1997).
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troscopy in a rotating frame: Sagnac effect in a matter-wave interferometer, Phys. Rev. Lett.
67, 177 (1991).

ROATI G., D’ERRICO C., FALLANI L., FATTORI M., FORT C., ZACCANTI M., MODUGNO
G., MODUGNO M., and INGUSCIO M., Anderson localization of a non-interacting Bose-
Einstein condensate, Nature 453, 895 (2008).

ROATI G., ZACCANTI M., D’ERRICO C., CATANI J., MODUGNO M., SIMONI A., INGUS-
CIO M., and MODUGNO G., 39K Bose-Einstein condensate with tunable interactions, Phys.
Rev. Lett. 99, 010403 (2007).

ROBERT A., SIRJEAN O., BROWAEYS A., POUPARD J., NOWAK S., BOIRON D., WEST-
BROOK C.I., and ASPECT A., A Bose-Einstein condensate of metastable atoms, Science 292,
461 (2001).

ROBERT-DE-SAINT-VINCENT M., BRANTUT J.-P., ALLARD B., PLISSON T., PEZZÉ L.,
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Teaching

This appendix aims at providing a brief outlook of my teaching activity. In the past years, I
have been involved in several courses of advanced Quantum Mechanics and related subjects, in
direct connection to my research field, i.e. Ultracold Atoms. I created a course of Statistical
Quantum Physics (Master 2) at Institut d’Optique, and, together with Antoine Browaeys, a series
of lectures on Atomic and Molecular Physics at Ecole Normale Supérieure de Cachan (Préparation
à l’Agrégation de Physique, level Master 2). I also joined the course of Statistical Physics and
Evolution of Quantum Systems of Alice Sinatra, where I lead exercise classes. Hereafter is a
summary of these activities.

1. Statistical Quantum Physics

Lectures at Institut d’Optique (Master M2)

This course introduces the basics of statisti-
cal quantum physics. After presenting briefly
the principles of statistical physics, we define
the statistical entropy and the Gibbs ensem-
bles and remind essentials of classical statis-
tical physics. We then show how particle in-
discernability in quantum physics deeply modi-
fies statistical distributions. For non-interacting
particles, we will calculate the populations of
the various quantum states, from which many
thermodynamic quantities can be obtained, for
bosons and fermions.

In particular, we detail Bose-Einstein condensation and Fermi degeneracy. Both play major
roles in condensed-matter physics and atomic physics. Weakly interacting bosonic systems will
be treated within the framework of the meanfield approach, which accounts for most properties
of gaseous Bose-Einstein condensates.

The field of ultracold quantum gases is currently one of the most active frontier research
domain in physics, with three recent Nobel prizes in physics (1997, 2001 and 2005) awarded
for outstanding advances. It happens to be an original and a well-suited framework to apply
the concepts and methods of quantum statistical physics. For instance, ultracold atoms have
allowed the first direct observations of Bose-Einstein condensates in 1995 and of ideal Fermi
gases in 1999. We introduce the field of ultracold atoms, describing the most advanced cooling
and trapping techniques as well as some of the most recent results. This provides wonderful
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illustrations of the concepts introduced during the course, showing the power of statistical physics
to simply understand the fascinating physics of ultracold quantum gases.

Outlook

1. What is statistical physics ?
2. Statistical entropy and the Gibbs ensembles
3. Identical particles in classical and quantum physics
4. Boltzmann distribution and ideal, classical gases
5. Introduction to the physics of ultracold atoms
6. The Bose-Einstein statistics and Bose-Einstein condensates
7. Meanfield theory for weakly interacting particles
8. The Fermi-Dirac statistics and degenerate Fermi gases

2. Atomic and Molecular Physics

Lectures at Ecole Normale Supérieure de Cachan (Préparation à l’Agrégation de Physique ;
with A. Browaeys and T. Bourdel)

The objective of this series of lectures is to provide ad-
vanced complements of quantum and atomic physics. Basic
concepts, such as wave-particle duality, indiscernability, en-
tanglement are reviewed, with illustrations inspired by the
most modern experiments in atomic, molecular and opti-
cal physics. Fundamentals of atomic and molecular physics
are presented as an illustration of the basic concepts, ap-
proaches and approximation methods in quantum physics.
We thus introduce quantization, angular momenta and their
addition, perturbative approaches, magnetic effects and spin
exchange coupling.

Outlook

1. Wave-particle duality (AB and TB)
2. Identical particles (AB and TB)
3. Quantum entanglement (AB and TB)
4. Ante-quantum atomic models (LSP)
5. Main structure of the hydrogen atom (LSP)
6. Relativistic corrections in atoms: Fine and hyperfine structures (LSP)
7. Many-electron atoms (LSP)
8. Atoms in external fields (LSP)
9. Elements of molecular physics and cohesion of solids (LSP)

10. The tunnel effect (AB and TB)
11. Optical cavities (AB and TB)
12. Atomic clocks (AB and TB)
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3. Statistical Physics and Evolution of Quantum Systems

Exercise courses at Ecole Normale Supérieure de Cachan and Université Pierre et Marie
Curie (lectures by A. Sinatra)

This course introduces Statistical Quantum
Physics, assuming basic knowledge of Statis-
tical Classical Physics. The formalism is pre-
sented in details and illustrated with examples
in condensed-matter physics, ultracold atomic
gases and gases of photons. Bose-Einstein con-
densation and non-interacting Fermi gases are
discussed in connection to the most recent ex-
perimental works.
The course also provides complements of quan-
tum physics with special emphasis on time-
dependent perturbation theory and on the theory
of scattering.

Outlook

1. Statistical quantum physics
1.1 Statistical operator and Wigner distribution

1.2 Statistical entropy and Gibbs ensembles

1.3 Quantum statistics for bosons and fermions; Classical limit

1.4 Degenerate quantum gases (occupation numbers and fluctuations)

1.5 Bose-Einstein condensation and the Gross-Pitaevskii equation

1.6 Non-interacting Fermi gases

1.7 Applications (Condensed-matter, ultracold atoms, photons)

2. Evolution of quantum systems
2.1 Time-dependent perturbation theory

2.2 The Fermi golden rule

2.3 Examples of oscillating perturbations

2.4 The Wigner-Eckart theorem; Angular momenta; Clebsch-Gordan coefficients

2.5 Elements of scattering theory







Résumé
Le désordre joue un rôle fondamental dans de nombreux domaines de la physique, tels que la

matière condensée, l’optique, l’acoustique ou la physique atomique. Il est responsable de nombre
d’effets surprenants, tels que la localisation d’Anderson, certaines transitions métal-isolant et
d’intriguantes phases vitreuses. La complexité inhérente aux systèmes désordonnés soulève des
défis considérables à la pleine compréhension de ces phénomènes. Au cours des dernières années,
le désordre s’est imposé comme un axe de recherche majeur dans le domaine des gaz quantiques
ultrafroids. Ces derniers offrent de fascinantes perspectives pour mieux comprendre les effets du
désordre dans les systèmes quantiques, grâce non seulement à un contrôle sans précédent de leurs
paramètres mais aussi à leurs propriétés originales.

Cette thèse d’Habilitation présente nos contributions récentes à la théorie des gaz quantiques
désordonnés selon trois axes directeurs:
− La localisation d’Anderson dans les gaz quantiques désordonnés;
− Le désordre dans les gaz de Bose en interaction;
− La simulation de modèles de Hubbard étendus et de modèles de spin avec des atomes ultra-

froids.
D’une part, nous proposons et analysons des expériences visant à réaliser des simulateurs quan-
tiques afin d’étudier des questions ouvertes, d’importance fondamentale pour le domaine des
systèmes désordonnés. A cet égard, nous montrons que les gaz quantiques offrent des perspec-
tives prometteuses. D’autre part, nous réalisons des travaux amont qui mettent notamment en
avant les propriétés originales des gaz quantiques. Ces derniers permettent ainsi de jeter un re-
gard nouveau sur des problèmes d’intérêt général dans le domaine des systèmes désordonnés.

Abstract
Disorder plays a fundamental role in many fields of physics such as condensed-matter physics,

optics, acoustics, or atomic physics. It is responsible for a number of surprizing effects, such
as Anderson localization, metal-insulator transitions and intriguing glass phases. The inherent
complexity of disordered systems poses outstanding challenges to the full understanding of these
phenomena. In the last years, disorder has emerged as a major line of research in the field of
ultracold quantum gases. The latter offer fascinating perspectives to better understand the effects
of disorder in quantum systems, thanks not only to an unprecedented control of parameters, but
also to their original properties.

This Habilitation thesis reviews our recent contributions to the theory of disordered quantum
gases along three main lines:
− Anderson localization in disordered quantum gases;
− Disorder in interacting Bose gases;
− Simulating extended Hubbard and spin models with ultracold gases.

On the one hand, we propose and analyze experiments aiming at realizing quantum simulators
to address open questions of fundamental importance for the field of disordered systems. In this
respect, we show that quantum gases offer promising perspectives. On the other hand, we lead
prospective works, which in particular show that quantum gases have original properties. They
hence shed new light on issues of broad interest in the field of disordered systems.


